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Figure 1: Controlling the evolutionary optimization process for hyperparameter search with VisEvol: (a) the panel for the selection of
validation metrics and initialization of random search; (b) the Sankey diagram for the management and analysis of the crossover and mutation
procedure; (c) the beeswarm plot with sorted algorithms/models according to overall performance; (d) the projection-based visualization of
hyperparameters that aggregates the results of the chosen metrics for all models; (e) the visual embedding of ensembles that includes the
handpicked models; (f) the bean plot that presents the performance of models for each metric; (g) the grid-based visualization that displays
the predictive power in each instance; and (h) the horizontal bar chart for showing the results of the active vs. the best voting ensemble.

Abstract

During the training phase of machine learning (ML) models, it is usually necessary to configure several hyperparameters. This
process is computationally intensive and requires an extensive search to infer the best hyperparameter set for the given prob-
lem. The challenge is exacerbated by the fact that most ML models are complex internally, and training involves trial-and-error
processes that could remarkably affect the predictive result. Moreover, each hyperparameter of an ML algorithm is potentially
intertwined with the others, and changing it might result in unforeseeable impacts on the remaining hyperparameters. Evolu-
tionary optimization is a promising method to try and address those issues. According to this method, performant models are
stored, while the remainder are improved through crossover and mutation processes inspired by genetic algorithms. We present
VisEvol, a visual analytics tool that supports interactive exploration of hyperparameters and intervention in this evolutionary
procedure. In summary, our proposed tool helps the user to generate new models through evolution and eventually explore pow-
erful hyperparameter combinations in diverse regions of the extensive hyperparameter space. The outcome is a voting ensemble
(with equal rights) that boosts the final predictive performance. The utility and applicability of VisEvol are demonstrated with
two use cases and interviews with ML experts who evaluated the effectiveness of the tool.

CCS Concepts
o Human-centered computing — Visualization; Visual analytics; ¢ Machine learning — Supervised learning;
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1. Introduction

Hyperparameter optimization (also called hyperparameter tuning)
is the process of selecting appropriate values of hyperparame-
ters for machine learning (ML) models, often independently for
each data set, to achieve their best possible results. Although
time consuming, this process is required for the vast majority
of ML models before their deployment into production [VRH17,
vRH18]. Numerous techniques exist that try to solve this challenge,
such as the well-known grid search, random search [BB12], and
Bayesian optimization that belong to the generic type of sequential-
based methods [BBBK11, SSW*16]. Other proposed methods in-
clude bandit-based approaches [FKH18, LID*17], population-
based methods [JDO*17], and evolutionary optimization [DDF* 18,
YRK*15], which is our focus in this paper.

Inspired by the biological concept of evolution, one strategy
of evolutionary optimization keeps the top-ranked models and re-
places the remaining, worst-performing models using new hyper-
parameter sets generated through crossover and mutation [CKO5].
With crossover, random pairs of underperforming models (origi-
nating from the same algorithm) are picked and their hyperparame-
ters are fused with the goal of creating a better model. As a result,
internal regions of the solution space are further explored, and bet-
ter local optima are investigated. On the other hand, mutation ran-
domly generates new values for the hyperparameters to substitute
old values. It facilitates scanning for external regions of the solution
space to discover additional local optima. These unexplored areas
of the hyperparameter space may offer a fresh start to the search
for hyperparameters. The synergy of combining both techniques
can be beneficial in finding distinctive local optima that generalize
to a better result in the end. Hence, the problem of getting stuck in
local optima of the hyperparameter space is addressed. However,
one question that emerges is: (RQ1) how to choose which mod-
els (and algorithms) should crossover and/or mutate, and to what
extent, considering we have limited computational resources?

Various automatic ML methods [FH19] and practical frame-
works [Com, NNI] have been proposed to deal with the challenge
of hyperparameter search. However, their output is usually a sin-
gle model, which is frequently underpowered when compared to
an ensemble of ML models [SR18]. Ensemble methods—such as
bagging and boosting—could be combined in a majority-voting en-
semble [CGW 13] with a democratic voting system that summarizes
the decisions among models. The authors of a recent survey [SR18]
state that users should understand how to tune models and, in ex-
tension, choose hyperparameters for selecting the appropriate ML
ensemble. Consequently, another open question is: (RQ2) how to
find which particular hyperparameter set is suitable for each model
in a majority-voting ensemble of diverse models?

The optimization of hyperparameters is often performed with the
support of a single, specific validation metric (e.g., in Bayesian op-
timization) [SLA12]. The selection of a proper metric for a task
is related to the particular data set, the problem, and the tasks at
hand. Thus, the use of a single metric for every data set (such as,
e.g., accuracy [MRKO06, Stu13]) may result in several problems.
The use of multiple metrics, however, poses an extra challenge
to such an automatic optimization procedure [FHOMO9, PN17,
SL09, Thal8], and the comparison and selection between multi-

ple performance indicators are not trivial, even for widely used
metrics [DGO06, SR15]. Alternatives, such as Matthews correla-
tion coefficient (MCC), might be more informative for imbalanced
classification data [CJ20], but even advanced metrics are not the
holy grail, and additional challenges can be found in the litera-
ture [LJVRO8,Pow11]. This leads to one further question: (RQ3) is
there any performance improvement from employing several vali-
dation metrics that fit better to a specific data set’s inherent charac-
teristics?

Evolutionary optimization and majority-voting ensembles in-
spired us to focus on the three aforementioned questions that con-
stitute open research challenges. In this paper, we present a visual
analytics (VA) tool, called VisEvol (see Figure 1), that addresses
the three research questions described above by supporting the ex-
ploratory combination of five different ML algorithms. VisEvol
uses validation metrics for balanced and imbalanced data sets, and
it involves an initial stage of random search (Sp) and two evolution-
ary generation stages (S7 and S;) of hyperparameter settings (see
the details in Section 4). To address the three research questions
(RQ1-RQ3), VisEvol supports the following workflow (cf. Fig-
ure 2 described in Section 4): (i) the selection and combination of
appropriate validation metrics, (ii) the overall exploration of differ-
ent algorithms and models using diverse hyperparameters, (iii) the
inspection of predictive impact for each data instance, (iv) the con-
trol of the evolutionary process, and (v) a final phase where the
performance of the current best ML ensemble is compared to the
currently active majority-voting ensemble. In summary, our contri-
butions consist of the following:

e the systematization of hyperparameter search using evolutionary
optimization with a coherent visual analytic workflow;

e an implementation of the aforementioned conceptual proposal,
our VA tool called VisEvol, that consists of a novel combination
of interactive coordinated views—which control the crossover
and mutation processes—and supports the visual exploration of
the most performant/diverse models for the creation of a power-
ful majority-voting ensemble;

e ademonstration of the applicability of our proposed system with
two use cases, using real-world data, that confirm the effective-
ness of controlling the process of evolutionary optimization of
hyperparameters and testing different ML ensembles; and

e the discussion of the methodology of the interviews and the pos-
itive and supportive feedback received from three ML experts.

The rest of this paper is organized as follows. In Section 2, we
discuss relevant techniques for visualizing hyperparameter tuning
and existent automatic approaches. Afterwards, in Section 3, we
describe the analytical requirements and design goals for attaching
VA to evolutionary optimization and combining VA with ensemble
learning. Section 4 presents the functionalities of the tool and, at
the same time, describes the first use case with the goal of selecting
a composition of models (with specific hyperparameters) for the
creation of a majority-voting ensemble using medical data. There-
after in Section 5, we demonstrate the applicability and usefulness
of VisEvol with another real-world data set focusing on biodegra-
dation of molecules. Next, in Section 6, we review the feedback our
VA tool obtained during the interview sessions by summing up the
experts’ opinions and the limitations that guide us to possible future
directions for VisEvol. Finally, Section 7 concludes our paper.
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2. Related Work

Visualization tools have been implemented for sequential-based,
bandit-based, and population-based approaches [PNKC21], and
for more straightforward techniques such as grid and random
search [LCW™*18]. Evolutionary optimization, however, has not ex-
perienced similar consideration by the InfoVis and VA communi-
ties, with the exception of more general visualization approaches
such as EAVis [KE0S5, Ker06] and interactive evolutionary compu-
tation (IEC) [TakO1]. To the best of our knowledge, there is no lit-
erature describing the use of VA in hyperparameter tuning of evo-
lutionary optimization (as defined in Section 1) with the improve-
ment of performance based on majority-voting ensembles. In this
section, we review prior work on automatic approaches, visual hy-
perparameter search, and tools with which users may tune ML en-
sembles. Finally, we discuss the differences of such systems when
compared to VisEvol in order to clarify the novelty of our tool.

Automatic Approaches. In the ML community, most of the re-
search is geared towards fully-automated hyperparameter search
with no human interaction [CSP*14]. It is true that automatic
techniques present encouraging results and are successful on tun-
ing hyperparameters of some models [BBKS13, YM14], for ex-
ample, by automatically finding optimal deep learning hyperpa-
rameters using genetic algorithms [FBO*07, YRK*15]. Important
contributions of this research include the formalization of primary
concepts [CDM15], the identification of methods for assessing
hyperparameter importance [JWXY16, PBB19, vRH17, HHLB13,
HHLB14, vRH18], and resulting libraries and frameworks for spe-
cific hyperparameter optimization methods [KGG* 18, THHLB13].
Indeed, several packages exist that focus on automatically optimiz-
ing Bayesian methods with the use of a single performance mea-
surement [Bay, HHLB11, HHLBS09, SSW*16], and there are pop-
ular commercial platforms developed for hyperparameter optimiza-
tion [Dat, Aut]. This widespread automation does not stop in su-
pervised classification problems, but also includes dimensionality
reduction (DR) algorithms (e.g., t-SNE) [BCA*19,KB19].

Despite the success of automatic approaches and their advance-
ment through the years, it is important to note that such approaches
require extensive computing power and may lack critical features.
Automatically (or manually) set thresholds may discard different
models which could be informative but theoretically seem to per-
form worse than the rest. Moreover, the ranking of models is often
based on a single validation metric, leading to the risks discussed
in Section 1. The aforementioned works that make use of genetic
algorithms contain similar mechanisms as in VisEvol, but without
VA support for (1) the exploration of the interconnected hyperpa-
rameters, and (2) the selection of the proper number of models that
should crossover and mutate.

Visual Hyperparameter Searching. ATMSeer [WMJ*19] imple-
ments a multi-granularity visualization for model selection and hy-
perparameter tuning. It is a visualization tool coupled with a back-
end framework, called ATM [SDC*17], that allows the users to
interact with the middle steps of an AutoML process and control
them by adjusting the search space dynamically during execution
time. In contrast to VisEvol, it only supports a single performance
measurement, and the output is a single optimized model.

© 2021 The Author(s)
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One common focus of related work is the hyperparameter search
for deep learning models. HyperTuner [LCW* 18] is an interactive
VA system that enables hyperparameter search by using a multi-
class confusion matrix for summarizing the predictions and set-
ting user-defined ranges for multiple validation metrics to filter out
and evaluate the hyperparameters. Users can intervene in the run-
ning procedure to anchor a few hyperparameters and modify oth-
ers. However, this could be hard to generalize for more than one
algorithm at the same time. In our case, we combine the power of
diverse algorithms, with one of them being a neural network (NN).
HyperTendril [PNKC21] is a visualization tool that supports ran-
dom search, population-based training [JDO*17], Bayesian opti-
mization, HyperBand [LJD*17], and the last two methods joined
together [FKH18]. It enables the users to set an initial budget,
search the space for the best configuration, and select suitable algo-
rithms. However, its effectiveness is only tested in scenarios specif-
ically designed for NNs. Other examples of publications which
work explicitly with deep learning only, and do not support evo-
lutionary optimization, are VisualHyperTuner [PKK*19], Jonsson
et al. [JES*20], and Hamid et al. [HDK*19].

The use of parallel coordinates plots [ID87] is rather promi-
nent for the visualization of automatic hyperparameter tuners such
as HyperOpt [BKE*15]. Most of the time, less interactive visu-
alizations have been developed for monitoring automatic frame-
works [ASY*19,GSM*17,KKP*18,LLN*18,LTKS19,TBCT*18].
Visualizations arranged into dashboard-styled interfaces are the
preferred norm for managing ML experiments and their associated
models [SKJ*17, TMB* 18, WRW*20, WWO*20]. Automated ap-
proaches exclude the user from exploring and refining the hyper-
parameter search, and the visual representation of automation hap-
pens in the form of visualization of the already computed results.

Human-in-the-Loop Ensemble Learning. There are relevant
works that involve the human in interpreting, debugging, refining,
and comparing ensembles of models [DCCE19, LXL"18, NP20,
SIS*18, XXM™*19,ZWLC19]. These papers use bagging [Bre01]
and boosting [CG16,FSA99, KMF*17] techniques for ranking and
identifying the best combination of models in different application
scenarios. StackGenVis [CMKK?21] is a VA system for composing
powerful and diverse stacking ensembles [Wol92] from a pool of
pre-trained models. On the one hand, we also enable the user to as-
sess the various models and build his/her own ensemble of models.
On the other hand, we support the process of generating new mod-
els through genetic algorithms and highlight the necessity for the
best and most diverse models in the simplest possible voting en-
semble. Finally, our approach is model-agnostic and generalizable,
since we use both bagging and boosting techniques along with both
NNs and simpler models [LXL*18,NP20,ZWLC19].

VA tools have also been developed to visualize buckets of mod-
els [CAA™19, TLKT09,ZWM™19], where the best model for a spe-
cific problem is automatically chosen from a set of available op-
tions. These works feature exploration of the space in search for
a final model, but the best model might not be the optimal when
compared to a set of models (i.e., multiple hyperparameters) from
several algorithms. Additionally, the models are already generated
before the exploration, and there is no involvement of an optimiza-
tion method.
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3. Analytical Requirements and Design Goals

In this section, we define the main analytical requirements that a
VA system should tackle for supporting evolutionary optimization
of hyperparameters. Then, we describe the corresponding design
goals that directed the development of our proposed VisEvol tool.

3.1. Analytical Requirements for Evolutionary Optimization

The analytical requirements (R1-R5) originate from the analysis of
the related work in Section 2, including the three analytical needs
from Park et al. [PNKC21], the three key decisions from Wang
et al. [WMJ*19], and the five sub-steps from Li et al. [LCW*18].
Also, our own experiences played a vital role, for instance, VA tools
for ML such as t-viSNE [CMK?20] and StackGenVis [CMKK21],
and recently-conducted literature reviews [CMJK20, CMJ*20].

R1: Identify effective hyperparameters. Interviews performed
by Park et al. [PNKC21] showed that users usually sort the models
based on a validation metric and then check the hyperparameters of
the most performant models (commonly less than 10) for the gen-
erated outcomes. Next, they select the hyperparameter spaces close
to the already explored ones to find more effective hyperparameters
using more computational resources. However, they cannot be sure
whether the updated solution spaces would produce better models,
as they might have missed searching for a critical space with better
hyperparameters. Another crucial step is to drop underperforming
hyperparameter settings from the candidates or, even better, to re-
process them to become more robust. With crossover and mutation,
the final task can be effectively accomplished (see R3).

R2: Build an initial ensemble of performant and diverse
models. Wang et al. [WMJ*19] stated that automatic ML ap-
proaches yield the model with the highest performance score by
default. Nevertheless, the users could prefer more stable algorithms
regarding the adaptations of hyperparameters. There might even be
a case of an underperforming model that could perform better when
coupled with another model. Those patterns could be lost if only the
single best model is available for preview by the user.

R3: Send the remaining models for improvement and handle
crossover and mutation procedures. Configuring hyperparameter
optimization methods was found unpredictable and disturbing by
the interviewees of the investigation by Park et al. [PNKC21]. Par-
ticipants from the interview by Wang et al. [WMJ*19] stated that
they revised the hyperparameter space based on previous knowl-
edge. For this requirement and R2, the users should be able to an-
alyze different algorithms thoroughly and decide to what degree
they are going to crossover and mutate each algorithm according to
prior knowledge and feedback from VA tools.

R4: Contrast the results of all model-generation stages and
update the majority-voting ensemble. In evolutionary optimiza-
tion, a crossover and mutation phase leads to a propagation of more
crossover and mutation phases with exponential growth (cf. Fig-
ure 1(b)). Li et al. [LCW™*18] found that once the ML expert has
acquired all the results from an execution stage, he/she should ana-
lyze them with various perspectives and decide if the previously ex-
plored models’ performance match his/her needs. If not, then more
stages should be involved in the process until his/her expectations

are met. This entire process should be trackable and manageable
from the user’s side. The best models (according to the user) are
accumulated in a final bucket, forming a majority-voting ensemble.

R5: Validate and select a final configuration (single model
or combination of models). Automatic ML commonly delivers to
users a model with the highest performance according to a single
metric (e.g., accuracy), but fails to take into account other charac-
teristics of models [PNKC21]. In practice, users want to consider
several model features and validation metrics for selecting a model
(or models). Thus, the users want to examine collections of valida-
tion metrics and explore model ensembles in various granularities.

3.2. Design Goals for VisEvol

To fulfill the described analytical requirements (R1-RS5), specifi-
cally in the context of VA and ensemble learning, we have derived
five design goals (G1-G5) to be tackled by our tool. The imple-
mentation of these design goals is described in Section 4.

G1: Analysis of predictions and validation metrics for the
identification of effective hyperparameters. We aim to sup-
port the exploration of algorithms and models with various
hyperparameters (R1) as follows: (1) illustrate the performance
of each algorithm and model based on multiple validation metrics
chosen by the user; (2) project the models into a hyperparameter
embedding according to the previous overall performance using
DR methods; (3) compare the mean performance of all algorithms
and models vs. a selection of models for every metric; and (4) an-
alyze the predictive results for each instance and for all models
against a selection of models with regard to the difference in pre-
dictive power.

G2: Migration of powerful and alternative models to the
majority-voting ensemble. In continuation of the preceding goal,
our VA tool should allow the users to pick the best (and most di-
verse) models for the ensemble from different areas in the projec-
tion (R2). Using the other coordinated views, the user can compare
the selected models against all models and act accordingly.

G3: Transformation of underperforming models via
crossover and mutation. Users are able to conduct similarity-
based analyses relevant to the algorithms’ predictions, which are
the initial indications for tuning crossover and mutation of Stage 1
(S1). The various perspectives that multiple views have to offer
for several algorithms further support those prior analyses. We
aim to provide explicit visual feedback from S; of crossover and
mutation toward S, for users to select appropriate numbers for
model optimization and test their hypotheses (R3).

G4: Comparison of multi-stage generated hyperparameter
sets in various granularities. An addition to G1 is that the positive
or negative impact of performance should be measured during the
creation of models through the multi-stage crossover and mutation
procedure. VisEvol should thus display both successful and under-
performing paths for every crossover and mutation stage (R4).

GS5: Extraction of an ultimate model or a voting ensemble
with a side-by-side performance comparison. A comparison be-
tween the currently active ensemble against the optimal solution
found until that point in time should be established in our tool to
assist the extraction of a competitive and effective ensemble (RS5).

© 2021 The Author(s)
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4. VisEvol: System Overview and Application

Following our analytical requirements and derived design goals,
we have developed VisEvol, an interactive web-based VA tool that
allows users to utilize evolutionary optimization in order to search
for effective hyperparameters. It is implemented in JavaScript using
the Vue.js [vuel4] framework and a combination of D3.js [D311]
and Plotly.js [plo10] visualization libraries for the frontend. The
backend is implemented in Python using Flask [Flal0] as the web
framework and Scikit-Learn [PVG*11] as the ML library.

The tool consists of eight main interactive visualization panels
(Figure 1): (a) data sets and validation metrics (— G1), (b) pro-
cess tracker and algorithms/models selector (— G3), (c) overall
performance for each algorithm/model, (d) hyperparameter space,
(e) majority-voting ensemble (— G2), (f) performance for each
validation metric, (g) predictive results for each data instance (—
G4), and (h) performance for majority-voting ensemble (— GS5).
We propose the following workflow for the integrated use of these
panels (cf. Figure 2): (i) choose suitable validation metrics for the
data set, which are then used for validation during the entire pro-
cess (Figure 1(a)); (ii) in the next exploration phase, compare and
choose specific ML algorithms for the ensemble and then proceed
with their particular instantiations, i.e., the models (see Figure 1(c—
e)); (iii) during the detailed examination phase, zoom in into inter-
esting clusters already explored in the previous phase, and focus
on indications that confirm either their approval in the ensemble or
their need for transformation through the evolutionary process (cf.
Figure 1(f and g)); (iv) control the evolutionary process by setting
the number of models that will be used for crossover and mutation
in each algorithm (Figure 1(b)); and (v) compare the performances
of the best so far identified ensemble against the active majority-
voting ensemble in Figure 1(h). This is an iterative process with a fi-
nal composition of the most performant and most diverse majority-
voting ensemble. The generated knowledge regarding hyperpara-
meters is fed back to the user, whose trust in the results increases,
and he/she stops when his or her expectations are met. The individ-
ual panels and the workflow are discussed in more detail below.

The user interface of VisEvol is structured as follows: (1) two
projection-based views, referred to as Projections I and 2, occupy
the central Ul area (cf. Figure 1(d and e)); (2) active views relevant
for both projections are positioned on the top (cf. Figure 1(b and
¢)); and (3) commonly-shared views that update on the exploration
of either Projection 1 or 2 are placed at the bottom (see Figure 1(f
and g)). Thus, Figure 1(h) is always active for Projection 2, as it is
related to the majority-voting ensemble. Soft majority voting strat-
egy (i.e., predicted probabilities) is always applied.

To exploit the model-agnostic nature of our proposed workflow,
VisEvol supports five different supervised ML algorithms (any
could have been used): (1) a neighbor classifier (k-nearest neigh-
bor (KNN)), (2) a linear classifier (logistic regression (LR)), (3) an
NN classifier (multilayer perceptron (MLP)), and (4) two ensem-
ble classifiers (random forest (RF) and gradient boosting (GradB)).
The primary hyperparameters used for mutation: number of neigh-
bors for KNN, inverse of regularization strength for LR, hidden
layer sizes for MLP, number of decision trees for RF, and number
of boosting stages for GradB.

In the following subsections, we explain the system by using a
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Figure 2: The VisEvol workflow allows the users to construct per-
formant and diverse ML ensembles, gain knowledge about the hy-
perparameters chosen via the evolutionary optimization process,
and thus gain trust in the respective ML results. The users are ca-
pable of interacting with all phases iteratively, represented by the
multiple arrows inside the box.

Trust in ML Results

running example with the heart disease healthcare data set obtained
from the UCI Machine Learning repository [DG17]. The data set
represents a binary classification problem and consists of 13 nu-
merical features/attributes and 303 instances. It is rather balanced,
with 138 patients being healthy and 165 having a diseased heart.

4.1. Data Sets and Validation Metrics

Support for (1) selecting proper validation metrics for balanced and
imbalanced data sets and (2) directing the experts’ attention to dif-
ferent classes for the given problem constitute two of the critical
open challenges in ML. For instance, accuracy is preferred to the g-
mean metric for a balanced data set [BDA13]. In another example,
a medical expert might focus more on eliminating false-negative
predictions than false-positives (e.g., a patient being actually ill but
predicted as healthy) with a bad impact on the latter. However, this
trade-off is necessary when considering a person’s life.

In VisEvol, up to eight different metrics can be used simultane-
ously, depending on the number of instances falling into each class
of a binary classification problem. The available metrics are divided
into two groups: balanced data sets (— accuracy, precision, recall,
and f1-score) and imbalanced data sets (— g-mean, ROC AUC, log
loss, and MCC). For the initialization of VisEvol, the user should
direct his/her attention to the top-left panel shown in Figure 1(a);
the preferrable group of validation metrics will depend on the dis-
tribution of instances in the two classes for each individual data set
(Step 1 in Figure 2). Then he/she sets a number of models n with
the slider shown in Figure 1(a), from 50 to 300, which will impact
the initial search of random hyperparameters. Choosing a value n
is a matter of finding a balance between spending computational
resources and time against scanning more accurately the solution
space for better hyperparameter tuples. The k value is used for the
k-fold cross-validation, with the options of 5, 10, or 15 folds.

In our running example, knowing that the data set is balanced, we
use the first group of metrics (currently unselected in Figure 1(a)),
and leave the default random search to 100 models per algorithm,
leading to 500 models in total. The k value is set to 10 because we
want to precisely compare our results with recent work [LJ19].
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Figure 3: Exploration of ML models with VisEvol. View (a) presents a selection of similar and better-performing models in several clusters.
(b.1) indicates that @) contains well-performing RF models, in contrast to (b.2), in which @ includes more diverse RF models and a GradB
model. For the accuracy, recall, and fl-score metrics, ©) performs much better than the average, based on the bean plots in (c.1). However,
© achieves better results for the precision metric. In the grid-based view (d.1), LR, RF, and GradB algorithms appear more powerful than
other algorithms that are more diverse due to the good predictions of hard-to-classify instances. € seems redundant because of the € and
© that improve similar cases (d.2). If we look at (d.3) and (d.4), both visualizations display MLP models that enhance the predictive power
of different instances in both classes. Finally in view (e), we mix models from the multiple explored clusters to create the first voting ensemble.

4.2. Hyperparameter Space

To provide a holistic view on the performance of the models for the
selected validation metrics, we use a UMAP [MHM 18] projection,
as seen in Figure 3(a), that consists of the 500 randomly-sampled
models (MDS [Kru64] and t-SNE [vdMHO8] are also available).
Each model uses a set of particular hyperparameters, and it is pro-
jected from the space of validation metric values (here 4 dimen-
sions, but could be more). Thus, groups of points represent clusters
of models that perform similarly according to all the metrics. The
plot uses the Viridis colormap [LH18] to show the average perfor-
mance of each model according to all selected metrics. This view
provides the user with an overview of the hyperparameter space and
ability to look for previously-unknown patterns. We can now select
high-performing clusters and proceed with deciding which models
to include in our ensemble (Step 2 in Figure 2).

At this phase, we want to confirm precisely the cluster affilia-
tion and the relationship with the overall performance (here, the
average of 4 validation metrics) for all the models. To achieve that,
the beeswarm plots in Figure 3(b.1 and b.2) arrange the models ac-
cording to the distinct algorithms in the x-axis and sort the models
based on the overall performance along the y-axis (abbreviated to
Ov. Performance). Similarly-performing models can overlap in this
view (due to the y-axis values), so we apply a force-based layout

algorithm to make sure they are visible. However, moving mod-
els around introduce uncertainty in this view. Thus, we visualize
the mean deviation in pixels for every algorithm (cf. Figure 1(c),
bar chart at the bottom) to minimize any misleading visualization
bias. Figure 3(b.1) suggests that € contains the most performant
RF models, while Figure 3(b.2) presents less performant RF and
GradB models situated in @) that may, however, be more diverse
(black dots represent selected models).

For clusters ©) and ©), we want to find out the relation with the
different validation metrics. This task is supported by the bean plots
in Figure 3(c.1 and c.2), which are separated on the x-axis by the
selected metrics from the validation metrics panel (see Figure 1(a)).
The beans (lines inside each bean plot) represent all the individual
models. However, they were not designed with a goal to accurately
represent each individual model, since there are cluttering problems
due to the thickness of the line for each bean and the large number
of models per bean plot. The main purpose of this plot is to check
if the mean values for a selection are better when compared to the
overall mean, as shown in Figure 3(c.1). For @) (Figure 3(c.2)), the
precision metric is further improved compared to €.

At this point, the importance of €) and @ is clear, so we de-
cide to gradually scan for the in-depth connections of the models
belonging to the remaining clusters and the data instances (Step 3

© 2021 The Author(s)
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KNN and MLP algorithms. Our choice is motivated by the feedback received from the bad KNN mutation in S and the fact that KNN
and MLP perform almost identically for both independent classes (as illustrated in (b)). Similar to Figure 3, we investigate clusters in the
projection, select a few models from each explored cluster shown in (c), and send the rest for crossover and mutation.
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Figure 5: The outcome of the Sy evolutionary optimization procedure and the final voting ensemble: (a) highlights that we have reached an
impactful solution, since the models are not getting significantly better. Thus, we skip the addition of models from S,. In (b), after an extensive
exploration of the majority-voting ensemble, we end up with the selection of four models: M4 originating from the initial random search (the
most performant when used individually) and M1-M3 from the crossover and mutation processes at S1. We narrow down this selection even
further by examining (c), where one MLP model appears to perform better for the Diseased class and two GradB models for the Healthy
class. The active performance matches the best performance found so far (d). Hence, this is the most powerful majority-voting ensemble.

in Figure 2). The grid-based visualization in Figure 3(d.1) focuses
on the exploration of the predictive power (0%—100%) over the data
set’s instances represented with white to dark green colors. If a data
set contains fewer than 169 instances per class, then we display all
of them in the grid. Otherwise, in order to scale the visualization to
larger data sets (e.g., our next use case), we first build a grid with
a fixed number of cells (100). Then, we use K-means clustering
to place the data set’s instances within these cells, i.e., we create
100 clusters, one per cell of the grid. This action is noticeable due
to specific play/stop glyphs, as illustrated in Figure 1(g), top-left
corner. There is one grid per different ML algorithm, plus one grid
for the overall values (leftmost grid in Figure 3(d.1)), and all the
instances are sorted according to the mean performance for all the
explored models. Each cell of the grid (as shown in Figure 3(d.2—
d.4)) then presents the computed difference in predictive power for
all its instances (from —100% to +100%) for the selected against
all models. The color-encoding diverges from purple to green for
negative to positive difference. In case the K-means clustering func-
tionality is active, we use bar charts to depict the distribution of in-
stances in the 100 individual cells (see Figure 1(g), bottom). After-
wards, the predictive power for every cell is computed on average
from all the instances that belong to it.

From Figure 3(d.1), we observe that KNN and MLP contain
more diverse models (darker green color for instances at the bot-
tom), because they better predict hard-to-classify instances when

© 2021 The Author(s)
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compared to LR, RF, and GradB (which work better for the easy-
to-predict instances). Since we have already found powerful and
diverse RF and GradB models from the prior analyses in €) and
@, we now focus the MLP algorithm. For €, we were unable to
find any impactful models, i.e., only a tiny amount of instances are
green-colored in Figure 3(d.2). Models originating from 9 and €3
sufficiently cover the need for diversity, including MLP models.
We then pick the models shown in Figure 3(e) for our voting en-
semble, and the remaining models are updated by the evolutionary
optimization (see next subsection). This action concludes S;.

4.3. Process Tracker and Algorithms/Models Selector

After the initial generation of hyperparameter settings with the use
of random search (Sp), we manually evaluated the models and for-
warded the remaining unselected models for crossover and muta-
tion [CKOS5]. As explained in Section 1, crossover blends randomly
different models from the same algorithms (or else it is impossible
due to differentation in hyperparameters), and mutation captures
the primary hyperparameter (previously mentioned in Section 4)
and randomly mutates it with new values, which were previously
not explored. This procedure repeats for every algorithm separately.

In the Sankey diagram (see Figure 4(a)), the user tracks the
progress of the evolutionary process and is able to limit the number
of models that will be generated through crossover and mutation
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for each algorithm (Step 4 in Figure 2). The default here is de-
fined as user-selected random search value /2 for each algorithm,
to sustain the vertical symmetry in the Sankey diagram, as shown
in Figure 4(a), left. For S|, we choose to keep the default values
for crossover and mutation, but an analyst with prior knowledge
and experiences could fine-tune this process. While moving toward
S, we notice from Figure 4(b) that KNN and MLP perform sim-
ilarly. The output of S| in Figure 4(a) becomes the input for Sy,
assisting us in the selection of appropriate numbers for model gen-
eration for S,. When we hover over a path of the Sankey diagram,
we see how many models perform better or worse than the already-
explored models for each particular algorithm. The color-encoding
is the same as Figure 3(d.2—d.4)), and it is measured as the num-
ber of overperforming models compared to the initial models / to-
tal crossover or mutate models for each algorithm. If there are no
overperforming models, then we show number of underperforming
models compared to the initial models / total crossover or mutate
models for each algorithm. This approach primarily allows the user
to identify how many models are improved based on each trans-
formation (crossover or mutation), but it also highlights cases with
very bad results from crossover or mutation, where no better ML
models could be found. In our example, KNN mutation produced
bad results, hence, we set the subsequent KNN and MLP mutations
(due to the previously-discussed similarity in Figure 4(a)) to lower
values than the default (10 vs. the default of 25). The visualization
reduces the width of each path line in the Sankey diagram accord-
ingly when the values are smaller than the maximum permitted.
Next, we apply an equivalent procedure for all the algorithms. Fi-
nally, an analysis is conducted in a similar way to previous sections,
with the selection of points in Figure 4(c) as an outcome.

4.4. Majority-Voting Ensemble

From Figure 5(a), right, we see that only a few KNN, LR, and MLP
models were better than the previous stages. Thus, we conclude
that there is no further improvement, and it is hard to find better
hyperparameter tuples. We skip the addition of models from S, to
the final ensemble because RF and GradB seem to perform better
overall. In Figure 5(b), we switch the embedding to an MDS pro-
jection which favors the global structure, and compare clusters of
models until we discover the active ensemble that contains M1-M4
models (using the Compute performance for active ensemble button
present in Figure 1(e)). Figure 5(c) suggests that M2+M3 are better
for the Healthy class, while M1 is better for the Diseased class. M4
is somewhere in-between but very powerful overall. By keeping the
balance in this ensemble, we achieve the highest recorded perfor-
mance for our analysis (cf. horizontal bar chart in Figure 5(d)). The
symmetric horizontal bar chart is split vertically based on the dif-
ferent metrics. The left-side is about one target class and the right
side for the other one. Blue is always used for the actively explored
ensemble combination while red is for the best ensemble found yet.
The comparison of both serve the purpose of identifying exception-
ally performing majority-voting ensembles (Step 5 in Figure 2).

4.5. Performance of Majority-Voting Ensemble

Latha and Jeeva [LJ19] tried out various ensembles for this same
data set, with or without (as in our case) feature selection. They

found that applying majority vote with the NB, BN, RF, and MLP
algorithms was the best combination, achieving ~82% accuracy
without feature selection. However, they do not state how many
models were used in the composition of this ensemble. With Vis-
Evol, we reached an accuracy of 87% with only 4 ML models (see
Figure 5(d)), thus surpassing their majority-voting ensemble. If the
user wants to utilize one model, our selection would have been
M4:RF329 (see Figure 5(b), top-right), which has a combined pre-
dictive accuracy of 85%. This shows that our VA approach can be
effective in searching for hyperparameters and building powerful,
simple, and diverse voting ensembles.

5. Use Case

In this section, we describe how VisEvol can be used to improve
the results of a study about the relationships between chemical
structure and biodegradation of molecules, when compared to pre-
vious work from Mansouri et al. [MRB*13]. The QSAR (Quan-
titative Structure Activity Relationships) biodegradation data set
represents a binary classification problem where molecules are as-
signed to either the Biodegradable or Non-Biodegradable classes.
The class distribution is rather imbalanced, with 284 degradable
and 553 non-degradable molecules for the training set that contains
41 diverse features. For their solution, the authors trained three ML
models (KNN, PLSDA, and SVM) and then combined their re-
sults using two consensuses. We contrast their first consensus with
our majority-voting ensemble, and we compare our results with the
same validation metrics for the unseen test and external validation
data, which simulate a real-world situation.

Exploration and Selection of Algorithms and Models. Similar
to the workflow described in Section 4, we start by setting the most
appropriate validation metrics for the imbalanced data set (see Fig-
ure 1(a)). The projection in Figure 6(a) offers an overview of the
high performing clusters that need further investigation (€)—@).
By looking at Figure 6(b.1), we infer that @ contains KNN and
GradB models that perform worse than the remaining models, in
general. For €, MCC and log loss are very high when compared to
the g-mean and ROC AUC metrics, as shown in Figure 6(c.1). This
can be further explained if we dig into this cluster’s performance for
each instance. Those models create an illusion of performing well
for the hard-to-classify instances (Figure 6(d.1)). Nevertheless, the
previously spotted low values in g-mean and ROC AUC suggest
that those models reach high precision but with low recall, or vice
versa; hence, they should be avoided. On the contrary, Figure 6(b.2)
presents a blend of performant models, reaching an equilibrium
state where all the values for the metrics are concurrently high (cf.
Figure 6(c.2)). The explored GradB models, for example, improve
the Biodegradable class and accomplish a balance between the two
mean values of the bins for both classes (see Figure 6(d.2)). This
is especially true when we observe that the distributions of the in-
stances (based on 100 clusters generated by KNN) are long-tailed.
That means most instances belong in the first sorted bins, which are
predicted better than the following bins (as described in Section 4).

Tuning the Evolutionary Optimization Process. After S;’s de-
fault execution with 100 models for each algorithm (50 due to
crossover and 50 because of mutation), we continue with setting the
next batch of crossover and mutation processes. We received useful
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Figure 6: The exploration of clusters of interest that contain performant ML models. View (a) presents the user’s selection that drive the
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and GradB models. On the other hand, (b.2) shows that the user’s choice of models retains both performance and diversity. In (c.1), we
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perform better for the hard-to-classify instances; however, this is a misconception. (c.2) gives supporting evidence to the user’s selection,
since all validation metrics are higher than the average values for all models, along with the in-depth visualization in (d.2).
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Figure 7: Setting crossover and mutation values for Sy evolutionary optimization. The Sankey diagram’s feedback in (a) suggests that new
hyperparameter sets that perform better than the current models will be hard to produce. Despite that, after user’s selection in (b), the
leftover models crossover between each other and mutate over successive evolutions.

feedback from S that supports us in creating new models for S, in crossover path to mutation at S, (light-green color). After another
Figure 7(a), left. When we hover over a mutation path for GradB, hyperparameter space search (see Figure 1(d)) with the help of sup-
we see that 13 out of 50 models perform better than the initial ones porter views (Figure 1(c, f, and g)), out of the 290 models generated
from random search. This could mean that it is hard to produce in Sy, we select 28 to add to the ensemble (cf. Figure 1(e)). Surpris-
new models that will outperform the previous production of sta- ingly, the best majority-voting ensemble for the test and validation
ble and robust models. The same applies to the LR model, for both data sets contains 1 RF and 3 GradB models, compared to the 110
crossover and mutations paths (with 23 out of 50 models). Thus, we models added from all stages in total. This currently active ensem-
choose to set the production from 25 models to 10 for both LR and ble appears to perform worse in the 5-fold cross-validation results
GradB algorithms. Similarly to the previous paragraph, we select against the current best ML ensemble (Figure 1(h)). Though, this
well-performing and diverse models as shown in Figure 7(b), and could imply that a larger k-fold value should have been used from
the unselected models are being used in the crossover and mutation the start. However, for comparison purposes, we have chosen the &
method based on the previously adjusted parameters. value of 5 from Mansouri et al. [MRB*13].

Examining the Influence of Diversity. In Figure 1(b), we see Evaluation with the Test and External Validation Sets. To
that most paths fail to create extra powerful models, indicating that verify whether our findings were reliable, we applied the resulting
it will be hard to find better models. The GradB algorithm seems majority-voting ensemble to the same test and external validation
to have generated a few enhanced performance models from the data sets as Mansouri et al. [MRB*13], see Table 1. For the test data
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set, the reported accuracy was approximately 87%. In our case, we
reached 89% for accuracy with the final voting ensemble (macro-
average). Additionally, as an extra validation, we checked the re-
sults for the additional external data set. Using our approach, we
managed to achieve the same accuracy as before, 89%, compared
to 83% reported by Mansouri et al. [MRB*13].

Table 1: Summary of the test data and external validation data
results for the QSAR biodegradation binary classification problem.

Validation VisEvol Mansouri et al. [MRB*13]
Metric Test Set | External Validation Set | Test Set = External Validation Set

Accuracy 89% 89% 87% 83%

Precision 89% 87% 92% 91%

Recall 86% 85% 82% 76%

F1-score 87% 86% 87% 83%

6. Evaluation

‘We conducted three online semi-structured interviews with ML ex-
perts to obtain qualitative feedback about our tool’s usefulness, as
in prior works [MXLM20, XXM*19]. The first expert (E1) is a
senior lecturer in mathematics working with reinforcement learn-
ing and has approximately 3 years of experience with ML. He re-
cently acquired his PhD in mathematics and has basic knowledge
regarding ensemble learning. The second expert (E2) is a senior
researcher in software engineering and applied ML working in a
government research institute and as an adjunct professor. He has
worked with ML for the past 7.5 years, and 2.5 years with ensem-
ble learning. The third expert (E3) is an ML engineer and manager
in a large multinational company, working with recommendation
systems. She has approximately 7.5 years of experience with ML,
of which 2 years are associated with ensemble learning. The latter
two experts have PhDs in computer science; none of our three ex-
perts reported colorblindness issues. The followed procedure was:
(1) presentation of the key goals of VisEvol, (2) demonstration of
the functionality of each view and interaction with the tool using
the heart disease data set, and (3) explanation of the process of
boosting the results in Section 4. Each interview took about one
hour. We informed the participants of the main areas we expected
feedback from, but they were free to comment on anything.

Workflow. E1 and E2 commented that the workflow of VisEvol
is well designed. Although E3 expected a more linear workflow,
she agreed that the combined views are better positioned at the
top, with the interactive projections in the middle and the shared
views at the bottom. E2 has recently worked with genetic algo-
rithms for testing traffic-scenarios for autonomous vehicles. In that
case, they had to set a strict budget before execution and perform
multiple crossover and mutation stages which can take days to run.
Nevertheless, he noticed that in evolutionary optimization, hun-
dreds of stages might not be necessary since, with three stages, we
could gather performant models that are hard to surpass in terms of
predictive performance. Finally, E1 mentioned that controlling the
evolutionary process via the Sankey diagram can be time-saving.

Visualization and Interaction. E1 and E3 were delighted by the
possibilities of the visual exploration of the hyperparameter space.
E1 was enthusiastic about the grid-based view and stated that it is a
game-changer for finding performant and diverse models. E2 was
initially confused with the comparison of instances from various

clusters in this same view, but after some training period, he under-
stood that he has to look for different patterns collectively (instead
of individual instances). Afterwards, he agreed that, once he gradu-
ally explored a cluster, it was easier to gain insights from the com-
parison with the rest. Both E1 and E2 mentioned that even though
interactions are mostly bounded in the projection-based views, this
keeps the tool easy to interact with and removes additional com-
plexity, which is an excellent practice to follow with people not ac-
customed to VA tools. “It is great to find that various combinations
of models lead to different ensembles that are better for each class
of the independent variable, which is visible from the two views
[in Figure 1(g) and (h)]”, said E2. Although this extra information
restricts the generalization of VisEvol in non-binary classification
problems, modifying those views should be straightforward.

Limitations. E1 and E2 were worried about the scalability
of the tool. Indeed, the excessive computational time required
for producing new hyperparameters along with ensemble learn-
ing methods can be problematic. Despite that, one possible im-
provement for VisEvol is to utilize parallel processing on power-
ful cloud servers. Moreover, we believe that the advancements in
high-performance hardware and progressive VA and data science
workflows [SPG14, TPB*18] will be beneficial for VisEvol. The
users can also avoid extra computations at certain steps of majority-
voting ensemble construction, as discussed in Section 4.4. Another
open issue is the avoidance of hyperparameter tuning per se, as
noted by E3. The goal of the tool is not to explore or bring insights
about the individual sets of hyperparameters of the models or algo-
rithms, but instead we focus on the search for new powerful models
and implicitly store their hyperparameters. The study of the impact
of particular hyperparameters is considered as a future direction for
VisEvol. Also, E3 stated that we could allow the user to specify the
hyperparameters range at every stage and test alternative mutation
strategies [CKOS]. E1 expressed his interest in checking combina-
tions of evolutionary optimization with the crossover and mutation
process applied to the best-performing models (e.g., [YRK*15]).
However, as the user usually adds—as few as possible—models to
the ensembles, the hyperparameters’ evolution for the excluded al-
gorithms will be infeasible. We plan to overcome such limitations.

7. Conclusion

In this paper, we presented VisEvol, a VA tool with the aim to
support hyperparameter search through evolutionary optimization.
With the utilization of multiple coordinated views, we allow users
to generate new hyperparameter sets and store the already robust
hyperparameters in a majority-voting ensemble. Exploring the im-
pact of the addition and removal of algorithms and models in a
majority-voting ensemble from different perspectives and tracking
the crossover and mutation process enables users to be sure how to
proceed with the selection of hyperparameters for a single model or
complex ensembles that require a combination of the most perfor-
mant and diverse models. The effectiveness of VisEvol was exam-
ined with use cases using real-world data that demonstrated the ad-
vancement of the methods behind achieving performance improve-
ment. Our tool’s workflow and visual metaphors received positive
feedback from three ML experts, who even identified limitations of
VisEvol. These limitations pose future research directions for us.
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