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Multi-resolution analysis for vector plots of time series data
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Figure 1: Schematic overview: We build vector plots from the data, before computing their visual metrics. Next, we build time series of the
selected metric and visualize the metric series for multiple resolutions by bivariate area charts. By interacting with these charts, users can
investigate vector plots of interest using lensing and brushing.

Abstract

Vector plots can directly visualize both temporal variation and spatial distribution, so it is interesting to use this type of plot for
displaying multivariate time series. However, vector plots cannot reveal global temporal information. This paper introduces an
interactive visualization that allows comparisons between different resolutions for easing this limit. The proposed approach is
applied to two real data to demonstrate its benefits and potential.

1. Introduction

Visualization of multivariate time series has attracted much atten-
tion from researchers in recent years due to the rise of this type of
data in practical applications. There are various approaches from
dimensionality reduction to the extensions of regular plots for non-
temporal multivariate data. While the former can provide an ab-
stract visualization in a single view, the latter offers insights into
data without missing any details. However, the latter usually gen-
erates a huge number of plots, so it is impossible to inspect all
of them manually. Instead, some approaches help visualize them
effectively. For example, scatterplots can visualize pairwise rela-
tionships in the data, but most data requires many scatterplots to
display [MTW∗20, DW14]. One straightforward extension of scat-

terplots to multivariate temporal data is the animation of these
plots [NNDH20]. This method uses a scatterplot matrix (SPLOM)
to display all pairwise relations at a time step and animate them to
capture temporal behaviors. The animation requires users to mem-
orize data point distributions in scatterplots to gain their evolutions.
This paper aims to reduce user burden and make the analysis eas-
ier for users by using vector plots [BL19]. A vector plot combines
two scatterplots at two separate time steps, called t1 and t2, and re-
places data points with vectors. A vector connects a data point from
its position at t1 to its place at t2; thus, the vector plots can present
the evolution of distribution directly [WSSR20]. However, this plot
only focuses on the variation over two separate time steps rather
than temporal evolution over the whole period [NHD21]. Figure 1
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shows an example for illustrating the use of vector plots in time
series visualization. There is one scatterplot of Death rate vs. Birth
rate at each year, and each data point represents a country. There
are two vector plots in the Figure, one with t1 = 1988 and t2 = 1989,
and another with t1 = 1988 and t2 = 1993. We call ∆t = t2−t1 a res-
olution because each ∆t only provides a particular level of details
of the evolution. The lack of global evolution limits the usability of
this type of plot in time series visualization. Therefore, we propose
a visual analytics approach to overcome this problem.

Our contribution is two-fold:

• We propose an interactive visualization that allows comparisons
between different resolutions, so users can choose a resolution
of interest for analyzing the data.

• We demonstrate the effectiveness of the proposed visualization
by applying it to two distinct datasets.

The following section reviews the literature and clarifies the con-
tribution of this paper. Section 3 describes the visualization design,
while section 4 applies the proposed approach to two data sets in
different domains. Finally, section 5 discusses the advantages and
disadvantages of the method, and section 6 summarizes the paper.

2. Related work

There are several approaches to visualize multivariate time series.
One popular method is the application of dimensionality reduction.
Temporal Multidimensional Scaling (TMDS) [JFSK15] groups en-
tries (each of them holds multiple dimensions) into sliding win-
dows of appropriate size and overlap accordingly over time. Then,
each sliding window is projected to a one-dimensional axis to dis-
play along with time. This method can depict distinct visual pat-
terns for many network attacks. Another work, namely TimeClus-
ter, also uses dimensionality reduction techniques for sliding win-
dows [AJXW19]. However, the projection is two dimensions, and
points are connected chronologically by line. It is similar to a con-
nected scatterplot. This method can highlight visual patterns of mo-
tif and anomalies in long time series due to the clustering ability
of dimensionality reduction techniques. Besides, numerical metrics
for visual features can also allow applications of dimensionality re-
duction in time series analysis [NHD20b].

Although dimensionality reduction can visualize data’s struc-
ture, it provides an abstraction view and may lose some details.
Another approach is to integrate time into popular plots represent-
ing multivariate non-temporal data, such as parallel-coordinates or
scatterplots. A straightforward method is to animate them to il-
lustrate how they evolve [TK07, BS04]. However, the animation
requires many efforts in memorizing visual patterns in the plots
to capture valuable information. We can ease this inconvenience
by some other methods, such as using Scagnostics as a signal to
quickly focus on time steps of interest [NNDH20] in the case of
SPLOM animation. Besides animation, some works try to extend
the third axis for temporal direction [WLG97,GRPF16], while oth-
ers use numerical metrics to capture behaviors of the plots to re-
duce the dimensions and complexity [DAW12, DKG12]. Beyond
popular displays, some works also investigate other presentations
to visualize the multivariate time series. For example, Congnos-
tics [NHD20a] studies the use of connected scatterplots to visu-

alize the dynamic pairwise relationship. Or, TimeWheel and Mul-
tiComb [TAS04] modify parallel-coordinates to include temporal
information into the visualization.

This paper investigates vector plots, in which vectors indicate
the temporal changes of data points. Vector plots are not novel in
the scientific literature, as many documents in different domains
use them to visualize dynamic data [BL19, WSSR20]. NetScat-
ter [NHD21] suggests utilizing this type of plot in time series anal-
ysis and proposes a list of visual metrics for some visual features
of the plots. Besides, they also introduce binned aggregation for
easing clutter issues or some visualization methods for gaining in-
formation of interest from all vector plots. Because we use their
visual metrics in this work, we will briefly discuss each metric in
one aspect: corresponding visual features that the metric scores.
How the metrics are computed and the formulas can be found in
their paper [NHD21].

• Outlying vector, Outlying length, Outlying angle: Outliers can
contain crucial information in the data, so it is essential to detect
their existence. In vector plots, a vector may be abnormal due to
its ridiculous position, extremely long length, or distinct direc-
tion. The metric Outlying vector takes into account all compo-
nents of a vector, such as its location, its length, or direction. In
contrast, the metric Outlying length only focuses on the vectors’
length, and Outlying angle only considers vectors’ direction. A
high score of these metrics implies the existence of outliers on
the plot, while a low score implies the opposite.

• Correlation: scores the local dependency between two variables
over two time steps. A high score of this metric indicates most
vectors have similar directions or trends, while a low score
means there is no dominant trend for the vectors.

• Entropy: This metric applies the permutation entropy [BP02] to
score the complexity and association in directions of vectors on
vector plots. A high score means each vector may have a distinct
direction, while a low score implies the association between the
vectors.

• Intersection: scores how many crossings between vectors on the
vector plots. The more intersections between vectors, the more
jumbled distribution they form.

• Translation: scores amplitude of the collective evolution. In
other words, this metric detects whether most data points have
similar changes from t1 to t2 or not. The difference between this
metric and the Correlation is that Translation tends to capture
the amplitude of the changes. Or a high score implies significant
increases/decreases in most data points for the pair of variables.

• Homogeneous: measures how similar vectors are in all compo-
nents: location, length, and direction.

Because the vector plot cannot display the global temporal evo-
lution, this paper introduces a visualization approach that allows
comparisons between different resolutions, and then, users have
hints about the resolution with interesting information. The idea
is similar to the heterogeneity-based guidance [LMS∗12]. How-
ever, instead of stacking and visualizing heterogeneity bands with
the data, we use visual metrics to directly show the difference in
other resolutions. Although we utilize the visual metrics mentioned
above, the proposed approach is applicable for any collections of
metrics.
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Figure 2: Main interface of our visualization with three compo-
nents.

3. Visualization design

Main interface: The main interface of the design has three main
parts: the control panel, the main visualization, and the brushing
plot. The control panel locates at the top-left corner of the interface.
It contains three options: dataset selection, visual metric selection,
and variable pair selection. Most of the interface is the main visu-
alization with some bivariate area charts that are on the right side
of the control panel. Below the control panel and on the left side of
the main visualization, there is a space for the brushing vector plot.
Below is descriptions and justifications for visualization design.

Time series of metric: We begin with a multivariate time series,
in which there are three dimensions: data instances (data points),
variables, and time. After preprocessing data with the min-max nor-
malization, we select a variable pair and build a sequence of vector
plots under a particular resolution, ∆t. In detail, if t1 is the first time
step of the pair time series, the first vector plot depicts the evolu-
tion from t1 to t1 +∆t, the second plot illustrate the change from
t1 + 1 to t1 + 1+∆t, and so on. This sequence fills the whole tem-
poral period. Because the series may be too long for us to analyze
if we naively display all plots, we use a numerical visual metric
as a representative of each plot. In other words, we compute the
selected visual metric for every vector plot and display the time se-
ries of this metric. Visual metrics are statistics that digitalize visual
features so that these metrics can help users quickly gain the pat-
terns of interest [NNDH20]. In this paper, although we choose the
list of visual metrics introduced in NetScatter [NHD21], the idea is
applicable for any visual metric beyond the list.

Bivariate area charts: The purpose of the visualization is to pro-
vide a multi-resolution view so that users can compare and choose
the appropriate resolution for revealing interesting information. If
we display multiple time series of the selected visual metric with
one series for one resolution, it is difficult for users to compare
them and gain valuable information. Instead, we utilize the bivari-
ate area charts with colors to strengthen the comparisons. Each area
chart depicts the difference between metric series for a particular
resolution with the baseline (the metric series on the top). The base-
line is the time series of the selected metric for a resolution. In this
work, the default resolution of the baseline is ∆t = 1, for it is the
finest level of evolution. However, it is possible to choose other
resolutions for the baseline without any restriction. The red color
indicates regions when the metric for current resolution is higher
than that for the baseline, while the blue color implies lower val-
ues. The bivariate chart has an advantage in comparisons between

two series without any modification of them, so we can also get
their values along with comparisons. Besides, the number of bi-
variate area charts is flexible and depends on many factors, such
as visualization space, temporal range, or data. For the last factor,
because time series usually becomes less dependent on values too
far in the past, high ∆t is not necessary.

Interactive methods: One crucial mission of the visualization
is to show the vector plots, for the metric series only guides users
to interesting plots. It is the reason why we integrate interactive
methods into the visualization of bivariate area charts. We imple-
ment a "lensing effect" that displays a few vector plots at their cor-
responding metric scores. Although we render the metric series as
sequences of points connecting by lines, we assume each point sim-
ilar to a vector plot whose size is extremely small. The assumption
explains the name of this method. If the range of the lens is too
long, we need to display many plots. It wastes rendering time and
is not necessary because users can change the regions. Due to this
reason, the range of the lens should be small for fast interactions.
In addition, the lensing technique should be a linear function, such
as table lensing function [RC94]. If we utilize a nonlinear function,
e.g. the fisheye [SB92], length of two vectors of the same data point
(or data instance) in two consecutive vector plots may be wrongly
estimated.

Besides, users may want to investigate a particular vector plot,
so we also implement the brushing. If we brush a vector plot in the
lensing region, it will appear on the left side of bivariate area charts
along with a start plot depicting all of its metric values. The vector
plot has interactions with its vectors so give vectors’ names. The
start plot shows all visual metrics of the brushing plot, and thus, we
can quickly notice visual patterns in the vector plot. There are other
methods to represent multiple metrics in a single plot, such as a bar
chart. Although the start plot may not be the optimal choice for
this purpose, we choose it due to its aesthetic and natural-looking
shape [BVB∗13,BW14,KKG∗20]. Also, radial representations are
usually utilized for illustrating relationships among disparate enti-
ties (visual metrics in our case) [DLR09].

4. Use cases

4.1. Use case 1: US employment data

The first use case is the US employment data, which can be
accessed via the website of the Bureau of Labor Statistics
(https://www.bls.gov/data/). This data is the collection
of monthly employees in every US state and region for several eco-
nomic sectors from January 2000 to May 2020. We can utilize vec-
tor plots to display pairwise relations between economic sectors. In
this case, each state and region is a vector in the plots.

Figure 3 gives the visualization of Translation series for the vari-
able pair: Total Nonfarm vs. Total Private. We aim to compare 12
different resolutions from ∆t = 1 to ∆t = 12. There are two notice-
able observations after comparisons between resolutions.

• In most period, the Translation scores increase as ∆t increases.
• There is one period (from March to April 2020) when the Trans-

lation score for ∆t = 1 is ridiculously high. Its peak is compara-
ble to the highest peak for ∆t = 12 (around 2008 and 2009) in
height.
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The first observation is straightforward, for Translation scores
the amplitude of collection changes. If the US economy maintains
its trend over a long period and most states have similar economic
situations, the evolution over higher ∆t certainly has a larger am-
plitude. In contrast, the second observation is abnormal, and we
should investigate the resolution ∆t = 1 to find out valuable infor-
mation from the data. With the help of interactive methods intro-
duced in Section 3, we can claim that the US experienced a serious
drop in the number of employees due to Covid-19 from March to
April 2020. Also, the level of crisis is comparable to the annual de-
crease of The Great Recession of 2008, but this drop happens much
more faster (in only one month).

4.2. Use case 2: High-Performance Computing Center data

The second use case is the health metric readings of compute
nodes in a High-Performance computing center [TTU20]. We col-
lect CPU1 and CPU2 temperature of 467 compute nodes every 5
minutes. The relations between two CPUs temperature can be vi-
sualized by vector plots, with vectors represents computing nodes.
Because 467 vectors raise the clutter issue [NHD21], we applied
binned aggregation with leader algorithm to reduce the number of
vectors to between 50 and 150.

Figure 3: Visualization of Translation series for the Total Nonfarm
vs. Total Private.

Figure 4: Visualization of Entropy series for CPU1 vs. CPU2 tem-
perature.

Figure 4 shows visualization of Entropy series with 6 different
resolutions from ∆t = 1 to ∆t = 6. There are also two noticeable
observations in the Figure.

• Blue color dominates most regions. It implies Entropy score of
the baseline (∆t = 1) is higher than that of other resolutions in
most period.

• At around 16:00, red regions are visible, especially for ∆t = 4,
∆t = 5, and ∆t = 6.

The Entropy scores complexity in the direction of vectors, so
if we understand the behaviors of compute nodes, the first obser-
vation is reasonable. The temperature of compute nodes depends
on many factors, so vectors with ∆t = 1 tend to have various di-
rections. However, if there is a collective event, such as the chill
water issue that happened during the time we collected this data,
most compute nodes have a common trend. The trend is only visi-
ble over a long enough period (high ∆t) due to the noise of the time
series. The second observation guides us to interesting information
if we investigate those high resolutions. The system is shut down
at 16:00, so all vectors point to the region around 600F (or around
150C), which is the room temperature. Besides the main purpose
of the visualization, we can also see that vector plots can depict
both temporal variation and spatial evolution of data points when
the shutdown happens.

5. Discussions

Strength of the proposed method: Our interactive visualization
supports the use of vector plots, which can directly display both
temporal variation and spatial evolution (as can be seen in vector
plot in Figure 4 for the shutdown of compute nodes). The visual-
ization allows comparisons between different resolutions, and thus,
it can guide users to a resolution that they can find out interesting
information, e.g., the impact of Covid-19 on the US. Visual metrics
can be considered a numerical representation of visual patterns in
vector plots, so comparisons between the time series of the selected
metric are also the comparisons between visual patterns of interest.
In addition, interactive methods, such as lensing and brushing, help
users to quickly investigate into vector plots corresponding to vi-
sual patterns that they want to observe.

Weakness of the proposed method: There are two main draw-
backs of the visualization: it supports only one visual metric and
one pair of variables. A vector plot may have several visual pat-
terns, so it is more advanced to visualize many metrics in a single
view. Also, the visualization focuses on only one variable pair, so it
costs users’ efforts in analyzing multiple variable pairs in the data.

6. Conclusions

We have proposed an interactive visualization that can ease the lack
of global temporal information if we use vector plots for time series
analysis. The visualization allows comparisons between different
resolutions, so it can guide users to a resolution with interesting
information. We have also demonstrated the method’s benefits to
two real data sets. Although the results show the potential of this
approach, there are still weaknesses (as in Section 5) that we need
to improve in future works.
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