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Exploring Electron Density Evolution using Merge Tree Mappings
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Figure 1: The two main views of the tool prototype. On the left, four distance matrices for the time series are shown: the topological distance
(MTED) for the MVK hole field and the distance of the corresponding nuclear geometries w.r.t. the three main axes of a PCA decomposition
(d1,d2,d3). The bar chart shows the correlation between MTED and each component for the area of interest (black box). On the right, we
see two merge trees with a mapped edge highlighted. The contour rendering shows the corresponding mapped features in red.

Abstract
This paper presents a prototypical visualization for the analysis of light-induced dynamics in molecules. It utilizes topological
distances to find temporal patterns in scalar fields representing the electronic structure of such molecules and to illustrate the
evolution of their features. It also provides a means to correlate these findings to the geometric evolution of the molecules.

1. Introduction

Light-driven physical and chemical processes in molecules are both
critical in natural systems and underpin an ever-expanding range of
technological applications ranging from photocatalysis [TLZ∗17]
to imaging [RCL∗17] and medicine [HMT18]. The fate of the ex-
cited molecule following light absorption is dictated by the inter-
play between electronic changes and nuclear motion. Deciphering
these intricate couplings, how they depend on the structure and their
implications on charge and energy flow and hence function is an ac-
tive area of research for both experiment and theory. On the theory
side, ab initio dynamics simulations hold great promise to address
these questions by providing direct access to both the evolving elec-
tronic and nuclear structures. With this comes the need to develop
analysis and visualization tools that enable us to extract physical
insight from the rich, time-dependent simulation data.

The output of these simulations is a time series representing the
evolution of the electronic and nuclear structure. The nuclear struc-
ture is given by the relative positions of the atoms in the molecule.
In this context of light-induced dynamics, we represent the elec-

tronic structure as a bivariate scalar field. On this data, we identified
the following tasks to be of interest:

T1 Identifying temporal patterns in the electronic structure: are
there outliers, transitions, or periodic patterns?

T2 Exploring the nature of such electronic patterns: which specific
changes in the scalar field lead to these patterns?

T3 Identifying relations to changes in nuclear structure: how are
electronic patterns related to changes in the molecular geometry?

Background and Related Work. Similarity measures are a ba-
sis for comparing scalar fields using clustering, outlier detection,
and periodicity analysis. Recently, there has been increased in-
terest in using topological abstractions to formulate new distance
metrics for scalar fields (cf. a survey by Yan et al. [YMS∗21]).
For example, on the merge tree [ELZ00] (that represents the nest-
ing of super- or sublevel sets of a scalar field) numerous dis-
tances are defined [MBW14, SMKN20, WLG22, PVDT22]. Many
such distance measures for merge trees take the form of tree edit
distances. These are based on structure-preserving mappings be-
tween nodes or edges of the trees. Topological abstractions like the
merge tree define features of scalar fields corresponding to edges
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or nodes of the graph that can be used to derive or improve visu-
alizations [HLH∗16]. Thus, mapping-based distance measures for
topological abstractions can be used to visualize correspondence of
features (T2) in various settings [SSW14,WLG22,PVDT22]. They
also enable more complex analysis methods based on interpola-
tion/averaging [TMMH14,PVT23,WPTG24]. In this paper, we uti-
lize the so-called deformation-based edit distance between merge
trees [WG22] using the implementation by Wetzels et al. [WAG23].

There is rich precedent of topological methods for the analysis of
electronic density fields, going back to Bader’s theory of atoms in
molecules [Bad90]. This concept has also been used for visualiza-
tion purposes [GBCG∗14, BGL∗18, TAS∗23]. For comparison of
electronic charge distributions, side-by-side visualization of isosur-
faces has been the norm [HG08]. A more quantitative representa-
tion is the charge transfer diagram [MTL∗21], which has also been
used to analyze ensembles of electronic transitions [TML∗22]. A
complementary perspective is provided using bivariate analysis
based on continuous scatterplot operators [SMT∗21].

Correlating different aspects of scientific data (T3) appears
in various settings and applications. Our method is loosely re-
lated to analysis of multi-variate/multi-dimensional data [TM05,
KH13, ZHQL16], or direct comparison of numerical time se-
ries [DTS∗08]. As we consider a complex object per time point
– the merge tree –, as opposed to numerical values, we correlate
distance matrices as images. We chose a simple correlation for our
prototype and reserve investigation of other area-based techniques
for image registration [ZF03] (e.g. mutual information) for future
work. To concisely capture the geometric motions of the molecule,
we used principal component analysis (PCA) on the atom positions.
Further techniques will be considered in future work [EMK∗21].

Contribution. We describe a prototypical visualization design and
realization, utilizing distance matrices (as heatmaps) to highlight
patterns in time series of electronic structures. It provides means
to explore which electronic changes over time contribute to these
patterns in the topological distance. We thereby showcase that the
mappings behind merge tree edit distances can indeed be used for
detailed exploration of distances and changes between scalar fields.
In addition, we also allow the user to inspect how these changes and
patterns are connected to the nuclear structures: we determine the
main modes of motion in the timeline and correlate these modes to
patterns in the topological distance.

Going back to the three tasks defined above, we give a proof-of-
concept for the utility of merge tree edit distances for the analysis of
time-dependent electron density fields, although there are still some
limitations to the approach. We showcase that interesting patterns
can be found by the used distance measure and that our visualiza-
tion provides means to solve all three tasks. We also discuss current
limitations and how to address those in future work. An evaluation
and comparison to alternative methods/distances is left for future
work (see [WLG22, WAG23] for general advantages).

2. Method

We now describe the general workflow and implementation of our
tool: first the input data format and preprocessing steps, which con-
tain the majority of the computational load, then the three different

Figure 2: The correlation and matrix views for the MVK particle
field with the whole time range as area of interest.

views of our application. Each of them visualizes a different aspect
of the data and serves for a different task. All three views are active
at the same time and interact. The supplementary material contains
two videos showing the different views and their interaction.

2.1. Processing

Input Data. Ab initio dynamics simulations output a time series
representing nuclear and electronic structure per time step. Each
nuclear structure is given as a point cloud P = {p1, · · · , pn}, where
n is the number of atoms and pi is the spatial location of atom i. Vi-
sual representations of chemical bonding are computed based on a
geometric heuristic [SHYL23] to yield a 3D-embedded graph. We
represent the excited electronic structure in terms of a natural tran-
sition orbitals (NTO) decomposition [Mar03], providing a compact
representation of the one-electron transition density in terms of hole
and particle orbital pairs (labeled φh,φp : R3 →R) that indicate the
electronic movement upon excitation.

Density Field Computation and Simplification. For each time
step, a structured grid representation of the absolute hole and par-
ticle fields, |φh(t)| and |φp(t)|, is computed from the NTO repre-
sentation of the orbitals. We analyze the topology of the electron
structure for hole and particle separately. Motivated by practical

(a) The rotation at time steps 0, 45, 61 and 74 (left to right).

(b) The rotation for different values of the first component.

Figure 3: The rotation of the two hydrogen atoms shows up in the
time series as well as the first component of the PCA.
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considerations, we use absolute values, as then all relevant topo-
logical features are maxima of the scalar field, enabling the use of
merge trees instead of contour trees for analysis. Per density field
in the time series, we perform topological simplification using a
persistence threshold of 1% of the scalar range.

Merge Tree Computation and Layout. For each simplified den-
sity field, we compute its augmented join tree (since we are inter-
ested in maxima of the absolute density). To draw the merge trees
in a 2D view, we compute a planar layout for each merge tree. The
simplified scalar fields, the segmentations, the merge trees and their
layouts are all computed once in a preprocessing procedure using
TTK [TFL∗18] and then stored on disk.

Distance Matrix Computation. We compute a distance matrix
based on the so-called deformation-based edit distance [WG22]
(from now on refered to as MTED) for the hole and particle
time series using an adaptation of the implementation provided
in [WAG23]. The implementation finds an optimal mapping and its
cost through an integer programming encoding the structural con-
straints of an edit distance. Thus, further constraints can be added
in a straight-forward manner. We restricted the allowed mappings
by geometric constraints: for each leaf node in the merge tree, we
compute its closest atom through a Voronoi tesselation of the do-
main. Then, we only allow two leaves to be mapped, if their closest
atom matches. We also propagate the leaf constraints to inner nodes
of the tree. The distance matrix and all mappings (for each pair
of trees) are computed once in a preprocessing step and stored as
dictionary objects. The distance computations constitute the main
computational load of the whole workflow, since the distance used
has been shown to be NP-complete [WAG23]. However, we were
able to compute the full distance matrix on the MVK dataset (Se-
cion 3) in around 20 minutes using the application-specific con-
straints described above. They also enabled feasible running times
on merge trees of up to 60 nodes. For even larger data, we should
note that all methods presented also can be applied using more ef-
ficient (but also less expressive) edit distances such as those pre-
sented in [SMKN20, PVDT22, WLG22, WG22].

Principal Component Analysis. In addition to the MTED ma-
trix, we also compute three more distance matrices based on the
nuclear structures. In contrast to the MTEDs, they are computed
on startup. Each atom position in a molecule is a 3D point. For a
molecule {p1, · · · , pn}, we can thus create a 3n-dimensional vec-
tor encoding all atom positions by simply concatenating all 3D
points. When creating this encoding for each molecule, we get a
3n-dimensional point cloud. On this point cloud, we perform a prin-
cipal component analysis and extract the three main axes (we refer
to them as c1,c2,c3). Each molecule then corresponds to a point
in this three-dimensional space. For two molecules with positions
m1 = (c1

1,c
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2,c

1
3) and m2 = (c2

1,c
2
2,c

2
3) in the PCA target space, we

now define the distance d1(m1,m2) = |c1
1 − c2

1| and d2,d3 analo-
gous. We then compute three distance matrices based on d1,d2,d3.

2.2. Visualization

Matrix and Correlation View. The main window of our appli-
cation is the matrix and correlation view (Figure 2). It shows the

four distance matrices based on the MTED, d1, d2 and d3 in this
order. Furthermore, it allows to overlay a submatrix selection (the
black box), which can be defined by the user. For this subset of dis-
tances, we compute the correlation between the values of MTED
and each of d1,d2,d3. The correlation view shows these three cor-
relation values as a bar chart, see correlation panel in Figures 1 or 2.
It also contains general settings such as which scalar field should
be considered (|φh(t)| or |φp(t)|).

PCA and Timeline View. To explain the physical meaning the
aforementioned components of motion, we provide the PCA and
timeline view. It shows the nuclear structure as a 3D-embedded
graph together with three sliders, one for each component. Their
values represent a point in the 3D target space of the PCA. It is
projected back to molecule geometry and rendered. The window
also has an alternative mode to investigate the original time series
of nuclear structures using a single slider (cf. supplementary video).

Merge Tree View. The merge tree view visualizes feature evolu-
tions/changes for two specific time steps. It directly interacts with
the matrix view: the user can click into the distance matrix to se-
lect a pair of time steps which needs further analysis. The merge
tree view then renders the two merge trees and the two 3D scalar
fields through isosurfaces (see Figure 1(c)). The molecule geome-
tries are embedded in the scalar field rendering to provide further
context. The user can either modify the rendered isovalue manually
or choose it through interaction with the merge tree drawing.

The edges of the two merge trees are colored such that they show
where changes happen in terms of MTED. In an edit mapping,
each edge of a tree is either mapped to an edge in the other tree
or deleted. The cost of this operation (relative to the total distance
between the two trees) is shown through the edge colors. Thus,
red edges show that the corresponding feature changes/evolves sub-
stantially between the two time steps, whereas blue edges stay more
consistent. When the user clicks an edge, the isovalue of the cor-
responding scalar field is set to the center of its scalar range and
the corresponding feature is colored in red. The edge itself is high-
lighted through stroke width. If the selected edge is mapped the
same happens for the second tree. Thus, the tree view shows which
edges are mapped as well as which scalar field features are mapped.
Note that both renderings show different isovalues. To accommo-
date this, the second isovalue is shown using transparent gray iso-
surfaces (cf. Figure 4a). If the selected edge is deleted, the second
view will not show any isosurfaces except the transparent one en-
coding the selected value of the other view (cf. Figure 4b).

3. Results

We now apply our method to a dataset representing light-induced
dynamics of methylvinylketone [CCL23] (MVK, Figure 1(c)), a
molecule present in the lower atmosphere. We consider the excited
S1 state by following the evolution of its hole and particle orbitals
separately. We obtain 75 time steps and merge trees with around
30 vertices. The molecular skeleton is planar in the ground state,
but upon light absorption, it rotates the terminal C –– C double bond,
bringing the two vinyl hydrogen (rendered white) atoms out of the
plane. Figure 3a shows four time steps in different stages of the ro-
tation.Upon reaching a perpendicular conformation (steps 61-63),
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(a) Time step 3 vs 47: mapped structure (b) Time step 3 vs 47: deleted structure (c) Time step 59 vs 70: mapping of mirrored structure

Figure 4: Feature changes in the MVK particle field between different stages of the rotation, as seen in the merge tree view: the region
corresponding to the selected edge (thicker stroke) is highlighted as a red contour. For unmapped edges, the second view is empty, see (b).

we expect substantial changes in the electronic structure due to
electronic state crossings between the S2 and S1 states [CCL23].
After performing PCA, the first component captures the described
rotation, see Figure 3b. The corresponding matrix reveals that the
nuclear structure changes consistently along this axis (Figure 2, d1).

We now consider the MTED matrix for the particle field (Fig-
ure 2, MTED). Overall, it shows a similar evolution over time as
d1, which is also highlighted by a high overall correlation between
them (see Figure 2, correlation panel). The only major difference
are the three outlier time steps in the MTED matrix at time steps
61-63. As stated above, abrupt changes in the electronic structure
are expected for exactly these time steps. Thus, we can conclude
that the MTED highlights the electronic state crossing (T1), while
otherwise capturing the changes along the main motion (T3).

To understand how the MTED on the particle field caputures the
rotational motion, we consider symmetry of both nuclear and elec-
tronic structure. In the beginning of the rotation, the nuclear geom-
etry is planar and the distribution of electron density is symmetric
around this plane (see left rendering in Figure 4a). However, when
the two vinyl hydrogen atoms rotate out of plane, the electronic
symmetry is broken accordingly (T2). While on one side there is
a feature merging the two maxima at the center carbon (rendered
gray) atoms, there is no such feature on the other side (see right ren-
dering in Figure 4a). Thus, when comparing to an early time step
in the merge tree view, only one such feature can be matched (Fig-
ure 4a), but has to be deleted on the other side (Figure 4b). When
the two hydrogen atoms become perpendicular to the plane, we ob-
tain the outlier behavior discussed above with a symmetric elec-
tronic structure, though different from the earlier one. In the time
steps after the outliers, we get the asymmetric electronic structure
again, however, the density maxima are flipped on the symmetry
plane, see Figure 4c (T2). This also shows in the blue areas around
the outlier stripe in the MTED matrix in Figure 2 (T1).

The MTED matrix for the hole field shows more complex pat-
terns than the one for the particle field. A prominent feature is the
wing-shaped structure in the first half of the time series (T1), see
boxed area in Figure 1(b). When exploring the feature changes of
this pattern, we can see that it is caused by a shift of the saddle con-
necting the two maxima around the oxygen (rendered red) atom
(T2), see Figure 1(c). Discussions with a domain scientist revealed
that this saddle movement is actually a resolution artifact, but still
has meaning as it is probably caused by a change in gradient. Fur-

thermore, we found that correlation with nuclear motions (T3) is
limited (no clear correlation visible). This is probably due to the
linear nature of PCA, whereas certain vibrational modes are inher-
ently curvilinear, such as torsional degrees of freedom. For exam-
ple, when increasing c1 further than the vertical alignment, one of
the rotated hydrogen atoms seems to “fly away” (Figure 3b), indi-
cating a poor linear approximation.

The supplementary material contains a video showing that our
method is also feasible on larger datasets (200 time steps, 50-70
merge tree nodes). It shows that the MTED is able to correctly iden-
tify a bond formation within the time series. However, we believe a
detailed discussion to be beyond the scope of a short paper.

4. Conclusion and Future Work

We showed that the matrix view highlights temporal patterns, e.g.
outliers, in electron density time series (T1). The found outliers in-
deed correspond to established relevant time steps of interest. The
merge tree view is able to reveal the nature of these patterns (T2),
e.g. saddle shift or electronic symmetry. Discussions with a domain
scientist exposed that some feature changes are rooted in artifacts
induced by discretization, which shows that such an analysis is im-
portant and necessary. Some patterns could be correlated with nu-
clear motion found through PCA (T3). However, in this task lie the
most important limitations of our current approach: we need to in-
corporate non-linear decomposition methods, as physical motions
are often non-linear. Furthermore, simple correlation as a means to
find relation between nuclear and electronic evolution could also
be replaced through other techniques, e.g. from the field of image
registration. Other possibilities for future work include improved
interaction with the feature mappings (currently it requires solid
understanding of the merge tree concept) or integrating the sign of
the electron density, both visually and as additional constraints on
the considered mappings/distance. In addition, as this paper only
provided proof-of-concept, a proper design study should be con-
ducted to formally evaluate the chosen method against alternatives.
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