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Abstract 

Multiprojection lmmersive Environments are used in many fields such as science, engineering and art. Virtual 
Reality (VR) oriented systems have been powered traditionally by high-end graphics workstations or 
supercomputers but recently, clusters of commodity computers (PCs, Macintoshes, low cost workstations) have 
become a practical alternative. The advantages of a commodity cluster include low cost, jlexibility, access to 
technology, and pe1formance scalability. ln this paper we describe the family of graphics clusters developed to 
power Multiprojection lmmersive Environments. Design issues and results are presented considering the 
CAVERNA Digita!TM, the first five-sided cubic Multiprojection lmmersive Environment implemented in South 
America. 
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INTRODUCTION 

Among many paradigms to implement Virtual Reality 
systems, the Multiprojection Immersive Environments 
have been successfully used in many applications 
related to science, engineering and art ([Cruz93], 
[DAI97], [Disz97]). 

These Multiprojection Immersive Environments are 
based on multiple high resolution and high bandwidth 
projectors that can be assembled in severa) 
configurations. Jt includes CAVE™, Panoramas and 
Power Walls, which provides higher immersion felling, 
wide number ofusers and larger resolution. 

The numerical and graphics computational demand 
requirements to power such environments are usually 
very high considering the complexity of numerical 
simulations and the graphics realism of the targeted 
applications. 

This work presents a recent paradigm based on clusters 
of commodity computers to support the computational 
demand required by applications in Multiprojection 
lmmersive Environments. 

Particularly we will present rcsults based on our 
experience powering a five-sided cubic Multiprojection 

Project supported by Fapesp #99/12693-1 (Brazilian 
Research Foundation). 
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Immersive Environment with clusters of commodity 
computers, which we named CAVERNA Digital™. 

To differ the proposed VR oriented commodity clusters 
of computers from numerical oriented commodity 
clusters (numerical dusters), we will call our proposed 
system the graphics cluster. 

2 MOTIVATION 

Nowadays we can observe the dissemination of Virtual 
Reality technology in Brazil through severa) successful 
applications in science and engineering such as oil 
exploration, weather forecasting, civil archictecture, 
leaming, energy and aeronautics. 

A severe limitation of such systems is the high cost and 
the rapid obsolescence cycles of the computational 
infrastructure. These limitations and budget constraints 
can significantly delay the acceptance to the technology 
and slower the design of innovative applications related 
to the specific needs ofeach society. 

The main motivation of this work is to design and 
implement scalable graphics clusters that could offers 
the sarne performance levels but with a factor among 
1 0% to 50% lower costs, than current commercial 
available systems. 

3 THE CAVERNA DIGITAL INFRASTRUCTURE 

Figure 3-1 presents the topological configuration of the 
CAVERNA Digital, the Multiprojection Immersive 
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environment implemented at the Universidade de São 
Paulo in Brazil. 

The system is based on 5 screens with 3 x 3 meters 
each. Image generation is based on CRT (Cathode Rays 
Tubes) projectors. 

Figure 3-1 - The CAVERNA Digital Layout 

A number of 16 infrared emitters 
(http://www.stcreographics.com) that are distributed 
around the CAVERNA Digital provide active 
stereoscopy to the user. The screen supporting structure 
is made on wood and plastic in order to offer less 
electromagnetic interference to use pointing and 
positioning six degrees-of-freedom (DOFs) tracking 
sensors. 

The computation and graphics demand of such 
Multiprojection environment are based on the following 
requisites: 

1. Active stereo computation: two images need to be 
rendered for each screen, frame rate rendering 
should be superior that 1 OHz, to be well accepted 
by most users; 

2. Multiprojection rendering: 5 stereo-pairs need to be 
rendered with absolutely no latency among them; 

3. Motion Parallax correction: considering the users 
displacement in the CAVERNA interior during a 
given simulation, motion parallax correction 
should be calculated in real time with minimal 
latency usually less than 30ms; 

4. Graphics resolution, usually 1024x 1024 pixeis at 
96Hz video refresh rates, the projectors adopted 
could support up to 2000x2500 pixeis in 50Hz; 

5. Polygons/scene complexity: depending of each 
application the total number of polygons range 
from hundreds to millions polygons/scene. 

Since the beginning the design of the CAVERNA 
Digital considered the use of graphics clusters and an 
essential issue the full control and monitoring of ali 
resources offered by the facility. 

We developed a special console called Pandemonium to 
physically operate, monitor and manage resources in 
the CAVERNA Digital. Pandemonium integratcs 6 
high resolution 21" monitors with active stereo 
support, a wireless Radio Frequency keyboard, physical 
<levice controls (luminescent push buttons, robot 
sliders, micro joysticks and standard joystick) to 
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operate and calibrate screens and to control light 
intensity. The system also has video switching buttons 
to route vídeo signals to projectors and a USB 
Keyboard and Mouse switch to select cluster nodes. 
Figure 3.2 shown the user interaction with the 
Pandemonium console. 

Figure 3-2 - Operating the Graphics Cluster using the 
Pandemonium Console. 

The computational infrastructure to drive applications 
and software developing in the CAVERNA Digital is a 
high-speed backbone based on the Gigabit Ethernet 
technology. 

4 THE GRAPHICS CLUSTER 
ARCHICTECTURE 

There are many architectural options when 
implementing a graphics cluster [BellemanOI]. The 
tradeoffs are related to performance issues, cost, 
perforrnance scalability (graphics and simulation) and 
flexibility. Choosing the correct components of a 
cluster could be a difficult part considering the 
availability ofmany commodity parts in the market. 

To better classify the different graphics cluster 
configurations we established taxonomy based in two 
orthog0nal characteristics: node configuration and 
<levice mapping. Nodes could be ali identical 
(homogeneous) or with different configurations 
(heterogeneous) according budget or technical 
constrains. The way that <levices are mapped to nodes 
could significantly facilitate software developing and 
enhance its portability from traditional VR computing 
platforrns. This mapping could be symmetric in such 
way that ali nodes are able to access the sarne physical 
<levices, or the mapping could be asymmetric when 
<levices are connected to a specific node usually 
enhanced to support it. 

Considering this taxonomy cluster organization options 
range from heterogeneous asymmetric systems to 
homogeneous symmetric systems. 

An example of heterogeneous asymmetric cluster is 
presented in Figure 4.1. This cluster is based on a 
network of different configuration computer nodes 
(numerical or 1/0 oriented) connected to a graphics 
node based on a commodity computer, with severa! 
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graphics cards or a graphics workstation with multiple 
vídeo outputs. Usually each vídeo output is attached to 
a particular projector and screen. 

Heterogeneous asymmetric systems usually do not offer 
too much flexibility since they are implemented 
considering minimal resources. However this system 
could be implement with considerable low budgets. 

Figure 4-1 - A Heterogeneous Asymmetric Graphics 
Cluster Organization 

An example of homogeneous symmetric cluster is 
presented in Figure 4.2 . This cluster is based on 
computers with identical configurations connected to a 
network, the mapping of graphics cards to projectors 
are highly reconfigurable, offering maximum 
flexibility. Homogeneous symmetric systems offer 
better flexibility and performance scalability, since the 
range of applications requirements could be better 
supported. 

Figure 4-2 - The Homogeneous Symmetric Graphics 
Cluster Organization 

4.1 Video Synchronization 

There are two main issues regarding stereoscopic image 
synchronization on Multiprojection Immersive 
Environments: Gen-Locking and Frame-Locking. 

4.1.1 Analog Vídeo Synchronization Gen-Locking 

Gen-Locking is related to active stereo synchronization. 
ln this case the vídeo refresh of ali projectors should be 
done simultaneously and ali vertical and horizontal 
analog sync signals need to be absolutely synchronized, 
in order to have proper use of the active stereo shutter 
&lasses. 

Some supercomputers could have many graphic outputs 
together, and in this case there is no problem to 
5Ynchronize the vídeo refresh among the graphic 
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outputs. But in clusters as the computers have theirs 
graphic outputs separated, the vídeo refresh is not 
necessarily synchronized. 

To solve this problem, we need to synchronize the 
analog vídeo refresh signals among ali projectors. 
Nowadays the only way is the use of signals to control 
the electron gun scanning to swap ali screens at the 
sarne time. This analog vídeo synchronization is based 
on a additional analog Gen-Lock signal that should be 
distributed to ali graphics cards on a single master 
many slaves configuration. 

To implement Gen-Locking some graphic cards offer 
the physical connection to an externai timing source. 

4.1.2 Frame Buffer Synchronization Fram&-Locking 

Frame-Locking is related with the frame 
synchronization among ali frame buffers in each 
graphics card in the cluster. 

The objective of such synchronization is to offer the 
appearance of a single and continuous frame buffer that 
in fact is distributed among ali graphics cards across the 
cluster nodes . 

Usually the commodity graphic cards use the double 
buffer technique to couple image rendering rates with 
vídeo refresh rates. ln this situation one frame is 
displayed while the other one is being rendering. When 
the frame is ready for display the graphic card swap 
frames and start to redraw over the old frame. If this 
swapping is not synchronized users will realize an 
uncomfortable visual discontinuity of image across the 
screens. 

The Frame-Locking techniques should consider also the 
different rendering times for different views of the sarne 
scene, since each frame buffer will be associated to a 
different screen and respective view. ln Section 7 we 
describe some implementation issues related to Frame­
Locking. 

4.2 Node Configuration 

The most open decision to cluster designer. is the node 
configuration. The availability of severa! commodity 
CPU motherboards with many options among 
microprocessor performance and number (single, dual 
or quad), bus and memory bandwidth, AGP and PCI 
protocols, I/O resources, among other characteristics, 
can make the choice of such motherboards a quite 
difficult decision. 

A good criterion that always could be use is a detailed 
understanding of the application computational 
demands. Dual microprocessor motherboards are 
usually adopted on graphics clusters considering the 
performance balancing among microprocessors to 
perform networking, graphics and simulation 
processing. 

4.3 The Graphics Card 

There are some graphics performance characteristics 
that need to be considered to select a graphics card: fill 
rate and polygons per second. 
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The fill rate is related to the pixel throughput, resolution 
and image refresh rate. 

The polygons per second are mostly related with frame 
rate and polygon resolution of a given scene, and how 
smooth will be the simulation. 

An important feature in a graphics card is its support for 
30 acceleration, in OpenGL (Unix, windows) or 
Direct3D (Windows only) programming platforms. 
OpenGL is a de facto standard in many professional 
applications and supported by a broad range of 
operating systems including Windows, Linux, Irix, 
Solaris among others. 

Direct3D is offered only on Windows platforms and 
oriented basically for game applications. 

Another features should be also considered such as 
graphics memory (frame-buffer, texture and general 
purpose memory) and anti-aliasing support. That is 
particular important for realistic applications. 

Finally, considering graphics cluster for Immersive VR, 
active stereo support is a important feature to allow the 
connections with the stereo shutter glasses. 

4.4 lnterconnection network 

The choice of the interconnection network is direct 
related with the graphics cluster performance both for 
frame synchronization and data consistency. 

Network switches can range from hundred dollars to 
hundred of thousand dollars, and its price is relative to 

its total internai bandwidth, number of interfaces and 
protocol technology. 

ln some particular cases , the total bandwidth required 
by some applications can be superior than the 
bandwidth offered by commodity systems, requiring the 
use of low-latency high bandwidth switches such as 
Myrinet (www.mvricom.com). 

We observed that in most applications FastEthemet and 
GigabitEthemet switches are enough so sustain frame 
rate and data consistency. 

4.5 Controlling Devices with Multiserial 
Interfaces 

A Multiprojection Immersive Environment is a 
complex environment that becomes even more 
sophisticated when powered by a graphics cluster. Ali 
its components subsystems need to be transparently and 
easily controlled. 

From the hardware point of view these subsystems are 
usually controlled by serial communication interfaces 
(RS232 or USB protocols). Among these subsystems 
we should consider: computer nodes, network switches, 
video switches, projectors , audio interfaces, control 
<levices, tracker <levices, input <levices and no-breaks . 
To support ai! these serial interfaces (many times easily 
higher than 16 ports) a multi-serial interface become an 
essential module ofthe graphics cluster. 

' L .. ................ .... ..... .......... - .... ........ ........... . - ......... - ••..... - .......... ........... ...... ) 

• -• TCP/IP 

---- Analog/Serial 

Figure 4-3 - The CA YERNA Digital Software Management Environment 
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5 SYSTEM MANAGEMENT ANO OPERA TION 

From the software point of view, the whole system 
needs to have management software to interact with 
the severa) daemons for each particular subsystem and 
establishes a general interface to the user. This 
management software is called ZEUS, and the user 
interface is called SIRIUS. 

These daemons are responsible for the common 
protocol interactions between the central server and 
the particular communication protocol of each 
subsystem. They are also responsible for status 
monitoring of each subsystem. 

ZEUS is the server platform implemented in C++ 
running in Linux. SIRIUS is the graphics interface, 
and considers heterogeneous and remote contrai, 
SIRIUS is implemented in JAVA. 

Figure 5-1 presents the archictecture of the ZEUS 
management software and it relationship with all 
subsystems in the Multiprojection Immersive 
Environment. 

ln our system there are severa! ways to contrai the 
<levices. The most important is the SIRIUS (Figure 
5.2), which communicates with Zeus. The commands 
are changed in the pre-defined common protocol 
among all <levices that is based in ASCII text and 
TCP/IP. 

Figure 5-1 - SIRIUS Graphics Cluster 
Administration Interface 

Another possibility is the physical contrai that is the 
physical counterpart of the SIRIUS interface, 
incorporating push buttons, micro joysticks and 
robotic controlled sliders. 

This system is platform independent, and it will allow 
~he user to choose which part of the frame-buffer he 
Intend to use in each screen that is very important and 
Possibly will appear in the next version of the 
management system, as it already exist in other 
solutions. 
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6 DEVELOPING APPLICA TIONS IN THE 
GRAPHICS CLUSTER 

We consider that the main challenge on the 
acceptance of graphics clusters in the Virtual Reality 
community is the availability of powerful developing 
tools that can facilitate the porting of existing 
applications from traditional platforms. 

6.1 Software Legacy 

For the past twenty years, software and algorithms 
developed for Virtual Reality applications were 
primarily based on single memory machines 
conceming texture and graphics processing. 

The advent of commodity, based Virtual reality 
oriented clusters based on distributed graphics 
processing connected by Gigabit networks, provided a 
new software developing environment conceming the 
implementation of real-time parallel graphics 
rendering. 

Every screen should be carefully managed and 
rendered by the graphic s cards in one or more nodes 
of the cluster. This parallelism is attractive from the 
performance point of view: While we used to be 
concemed with limitations for each one of the screens 
or rendered views not to suppress the performance 
limits and bus pipe bandwidth of our computer when 
put together now the limit for each screen is as high as 
the individual graphics node can handle . 

7 IMPLEMENTATION ISSUES 

Although programmers does not need to be strongly 
concemed with graphics performance due the 
availability of many graphics cards on a cluster, a 
primary programming concem should be how to 
synchronize all data and frames being rendered on the 
screens ([Singha199] , [SchaefferOO]). 

The coherency among all screens must be dealt with. 
When one object traveis through screens, the object is 
actually traveling through cluster nodes. Every node 
has its own contrai flags and access to some restricted 
shared memory area, allocated in a master node. All 
nodes to maintain consistency access this memory 
area. As the core communication interface, 
synchronization libraries make use of optimized 
network connections to ensure minimum latency and 
higher bandwidths. 

Frame locking is achieved by a combination of 
graphics hardware specific calls and fast network 
protocols. These low leve) specific calls are <levice 
dependent, which mean that for every graphics card 
used, different system-dependent <levice control 
system calls must be implemented. Gen-Locking is 
also achieved through hardware specific calls. 

We have developed a synchronization library called 
DICELib. This library takes care of distribution and 
synchronization among the nodes as well as view 
offset corrections for each screen. DICELib will be 
described in the detail in section 7.4. 
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7.1 Operating System lssues 

The two main operating system architectures running 
in our cluster are Windows and Linux. We develop 
applications in both of them respecting each other 
constrains and restrictions. 

Windows based software programming makes use of 
the easily accessible drivers for professional graphics 
card available in the market. Drivers are also easily 
upgradeable which does not interfere in the 
development process. However, low levei native calls 
to perform hardware specific functions may not be 
available and costs associated with commercial 
software are also expected. 

Linux based software programming has no cost at ali 
and source code is available for enhancements and 
modifications. Using our own library synchronization 
tools together with open source graphics library such 
as Mesa (a public open-source implementation of 
OpenGL) we are able to produce high quality 
Immersive applications from any available common 
30 application which are generally faster and much 
more robust. 

Users and programmers must concem regarding 
drivers availability and kemel configuration, which 
are sometimes unavailable and hard to configure and 
require specific technical knowledge intrinsic to the 
Linux operating system. 

7.2 Developing Native OpenGL Applications 

Using our synchronization library DICELib we are 
able to modify native OpenGL applications in order to 
support multiple views rendering and maintaining data 
and frame consistency through the nodes. 

We developed our own 30 file exporter/importer that 
is able to convert geometry data files from 
commercial available modeling software, taking 
advantage of the OpenGL archictecture we are able to 
interact and manipulate the geometric data in real 
time. 

Figure 7-1 - Multiprojection Native OpenGL 
Application 

Figure ~l shows tive different views of the Sibenik 
Cathedral with around 90.000 polygons. With little 
modification in a configuration file of DICELib, we 
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are able to render each one of these screens in a 
different cluster node and make its display on screens. 

7.3 Developing Performer Applications 

The DICELib library can also support enhanced 
graphics programming platforms such as the OpenGL 
Performer [Rohlf94] for Linux. 

Figure 7-2 - Oil Exploration Application build 
OpenGL Performer 

When developing OpenGL Performer applications for 
cluster computing using DICELib we don't need to be 
concemed with specific issues related to performance 
handling and data manipulation. Another advantage 
using OpenGL Performer is the use of software 
available for conventional platforms. Figure 7.2 shows 
an oil Exploration application build upon OpenGI 
Performer, the Linux distribution is Oebian 2.2r5. The 
total number of polygons in such oil platform is 
around 1 OOKpolygons. These software have a first 
round in a numeric cluster that calculate the 
deformation of the pipes and the movement that the 
waves can do in the oil tanker. 

7.4 The DICELib Library 

DICELib (Dlstributed CAVERNA Engine Library) is 
a software effort to facilitate the use of graphics 
clusters in Multiprojection environments [GneccoOl]. 

The main objectives of DICELib are: efficient 
synchronization, low processing time and easiness to 
adapt existing programs to use it. 

ln order to match these requirements we decided to 
implement it using TCP/IP, instead of libraries such as 
MP! orPVM. 

DICELib uses client-server architecture intemally, but 
this is transparent to the developer and does not 
influence on the architecture of the application being 
developed. 

During the application execution, DICELib takes its 
control and runs the internai server. This server 
spawns the processes among the cluster nodes. This 
approach has some advantages: developer can see the 
cluster as one monolithic single supercomputer, 
instead of a number of nodes; and communication is 
reduced, since nodes are connected only to the server, 
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considering that the server can filter redundant 
updates. 

Currently DICELib implements synchronization and 
synchronous data sharing among the nodes. The 
functionality is very simple, the server waits until that 
every nodes sends a message to it, and then the server 
sends a message to each node. 

Nodc 1 Nodc 2 Nod< n 

1 l ...... j DICE_sync() 

DICE_syni;() 
""\\•aiC 

DICE_sync() 
-W.1i1" 

"synchronyM 
"'waiC 

'1 
Figure 7-3 Process Synchronization ln DICELib 

Another facility provided by DICELib is synchronous 
data sharing. Users can declare, on-the-fly, variables 
that are updated in other nodes only when the 
DICE_sync function is called. This is extremely 
handy for Multiprojection Immersive En vironments, 
because while different nodes will be rendering 
different views, ali have to be done exactly from the 
position. The developer may create new variable 
types, ensuring that structures or complex data is 
easily spread over the cluster. The most common data 
types (floats, integers, strings, etc) are available by 
default. 

The server acts as a manager, avoiding data coherence 
issues that are usual in shared memory systems, such 
as different nodes updating the sarne variable with 
different values, creating variables with the sarne 
name, etc. To solve these problems, each node is 
given an ID; lower IDs have higher precedence. 
DICELib even has a mode in which only the node 
with lowest ID may create, delete or update variables. 
This mode saves bandwidth and increases speed of 
other nodes, which do not need to check if variables 
were updated upon synchronization, and is very useful 
for most graphical applications. These applications 
could use one of the nodes to process input and 
physics, and the other nodes 'M>uld only render the 
data, ali that transparently to the developer. 

8 CONCLUSIONS 

This paper described some experiences with the 
design, implementation and operation of graphics 
clusters for Multiprojection lmmersive environments. 

The availability of a wide range of low cost 
commodity parts of such clusters, could implicate on 
difficulties to aggregate parts with the best cost 
Performance ratio. ln spite of this, if the final 
~pplication and the particularities of each VR system 
IS well know, graphics clusten; could be built 
delivering the sarne performance leveis of 
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conventional high-end graphics platforms with a 
significantly lower budget. 

The Jack of know-how related to design and 
implementation of applications in such clusters and 
the software legacy from ronventional platforms still 
a barrier for the acceptance of graphics clusters in the 
VR community. However, much of the software 
developed for commodity computer can become 
available on graphics cluster with little modifications 
regarding data synchronization and multiple screen 
display. We believe that in few years graphics clusters 
will substitute almost ali current available computing 
platforms with considerable gains to the spread of VR 
in society. 
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