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Abstract 
Query definition and automatic annotation are key issues when searching for images and videos. Due to the 
richness of the visual information different types of queries (e.g., image examples, keywords ar sketches) are re­
quired and consequently, automatic annotation of images with keywords ar with visual features must be pro­
vided. This paper describes a user inte1face designed to explore personal memories composed by pictures and 
videos. The application pro vides the following operations: capture, annotation, visualization and search for me­
dia items in a multimedia database. psers can query the media collection in severa/ ways and for this reason a 
visual language to define queries is proposed. Queries are defined by drag and drop of visual items and opera­
tors to a query box. Automatic annotation is also performed using the image content and the audio information 
obtained when users show their images to others. Experimental results are presented to illustrate the ejfective­
ness of the application. 
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1. INTRODUCTION 
Digital pictures and videos are essential to preserve per­
sonal experiences but there are many challenges for digi­
tal applications to manage these human memories. Due to 
the advances in digital technology and the success of the 
World Wide Web as a way of sharing media (e.g., Flickr 
or Youtube), people are collecting a vast amount ofper­
sonal pictures and videos, most of the time in a disorgan­
ized way without any type of annotation [Frohlich02]. 
With this growth of persónal collections, more experi­
ences are preserved but it also becomes more difficult to 
later recover any media information of an event. To re­
trieve this information, people must remember something 
about that experience, e.g., the location, the date or the 
people around. Due to the diversity of the clues provided 
by our memory and the richness of the visual content, 
tools to search for personal media should provide 
mechanisms to use different types of queries including 
keywords, images examples, sketches, or parts of maps. 
Additionally, because images are so valuable and popu­
lar, even individuais that are not very familiar with com­
puters are akin to becoming users of digital interfaces for 
managing personal memories. Hence, these interfaces 
should not provide difficulties for users with low techno­
logical knowledge. 

Query definition requires different annotation methods 
according to the type of query used. lf a query is defined 
by words then media must be annotated with a set of 
keywords. ln this way, a query by image requires media 
to be annotated using visual features . lf the media items 

are annotated with keywords describing their content, 
searching for an event is an easy task. Unfortunately, 
inserting those keywords manually is rather time con­
suming. As a consequence, in a world pervaded by image 
production and consumption, ways to achieve automatic 
annotation are essential. Extracting visual content to train 
semantic concepts (keywords) and associate them to im­
ages [Mori 1999] is one way to obtain automatic annota­
tion. lndeed, keywords may be an intuitive way to search 
for information but there are some occasions where key­
words are not appropriate to express the desired query. 
When words are not enough, low-level visual features 
automatically extracted and queries using images exam­
ples or sketches must be provided. 

This paper presents an interface to explore personal 
memories in a domestic environment, when people re­
trieve personal experiences for individual use or to share 
with others. This application was designed to support 
severa! types of query and for this reason a query lan­
guage based on visual items, semantic concepts and logi­
cal operators is proposed. The drag and drop of these 
items to a query box is used to compose and formulate 
the query. Additionally, the application provides several 
ways to automatically annotate images. Visual content is 
used to annotate images by semantic concepts and audio 
information, captured when users talk or make commen­
taries about their media materiais, is used to annotate 
images by recognized keywords. 

This paper is structured as follows. Next section presents 
related tools and the state of the art. The subsequent sec-
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tion gives an overview of the system and its functional­
ities. The following sections describe the interface details 
and the multimedia infonnation retrieval system. This 
paper ends with experimental results, conclusions and 
directions for future work. 

2. TOOLS ANO STATE OF THE ART 
Examples of personal memories, such as pictures and 
videos, are rich vehicles to exchange information across 
generations and cultures. To manage images and videos 
everywhere, using severa! devices and by different users 
(e.g., low technological levei or elder people), tools to 
access this information in a familiar way are required. 
Severa! interfaces have been proposed to explore images 
and videos, for instance desktop, web, mobile and tangi­
ble interfaces. 

Commercial applications ( e.g, Picasa, Photofinder and 
Adobe Photoshop Album) provide ways to explore this 
information by means of directory navigation. They re­
quire manual annotation as a mechanism to support 
searching for pictures and allow visualizing those pic­
tures chronologically. Photomesa [BedersonO 1] is an 
example of another interface for image browsing. lt em­
ploys Treemap layout to view hierarchies of image direc­
tories and provides zoomable interfaces for navigation. 
Fotofile [Kuchinsky99] provides a mechanism for quick 
annotation, which requires a minimal amount of user 
interaction. They also integrate both manual and auto­
matic annotation based on image content (face recogni­
tion). 

Web applications like Flickr and Phlog [Phlog] also use 
manual annotation but they have different concems, such 
as enabling media items to be shared among friends . 
Flickr makes use of the manual annotation provided by 
the community, in order to reduce, for each user, the time 
consumed by the individual annotation. 

Applications described so far require manual annotation, 
however, ethnographic studies [Frohlich2002] show that 
most of the people do not spend time annotating images. 
For this reason, it is important to use a method that sim­
plifies this task. ln order to automatically annotate im­
ages, content or context metadata should be used. For 
instance, context information like temporal or geographi­
cal data obtained at capture time and recorded on the 
EXIF (Exchangeable Image File). One interface that ex­
plores automatic annotation using GPS (Global Position­
ing System) information is WWMX [Wwmx]. This pro­
ject uses GPS data information to organize images on a 
map according to their geographical location. Conceming 
visual content [Pereira2001] many systems have been 
proposed [Yeltkamp2002] . One of the oldest is QBIC 
[Flickner95]. This system uses color, texture and shape to 
represent an image and allows defining queries by image 
examples or sketch using color or texture patterns. Other 
systems that use sketches to define queries are Retrievr 
[Retrievr] and Imagescape [Buijs99]. Retrievr is a Web 
application where the user produces a drawing to query 
the database whereas lmagescape in addition, permits 
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creating visual queries using images that represent previ­
ously trained concepts. 

Content-based systems have one major problem, the se­
mantic gap [Lew2006], in other words, the gap between 
semantic concepts and low levei features, such as color 
and texture. To alleviate this problem, MediAssist 
[O'Hare05] uses both context (GPS, date and time) and 
content information. MediAssist, also provide a mobile 
interface to explore personal pictures, however this mo­
bile version uses context data exclusively. 

Mobile applications are other types of interfaces used to 
explore personal memories. They allow temporal and 
spatial independency. At any time one can show memo­
ries to his beloved ones or friends. An example of a mo­
bile interface to access personal memories anywhere is 
MediAssist. As seen before, this interface explores GPS 
and time information only. 

Tangible interfaces on the other hand have the primary 
objective to make interactions between technology and 
users seem closer to natural practices. Personal digital 
historian [Moghaddam04] is a project that includes a 
tangible interface, a table on which people can sit around 
and look for images and show them to one another in an 
ordinary way, using their hands and fingers . 

3. SYSTEM OVERVIEW 
This paper presents the desktop user interface of the 
Memoria project. The main goal of this project is to build 
tools to explore personal memories. The project includes 
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Figure 1. System Architecture. 

severa! interfaces adapted to different contexts of use, 
including an interface for desktop PC, a tangible inter­
face and a user interface for mobile devices, to explore 
personal collections related with physical locations. The 
project also includes a multimedia retrieval system. 

The proposed application consists of an interface, a mul­
ti media repository and a retrieval system. The interface 
has four modes of operation (see fi gure 1 ) : 
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Figure 2. User Interface. 

Capture Mode - this mode is used for capturing per­
sonal memories using a webcam. Captured images 
can be used as input to search for related images; 

Visualization Mode - this mode allows a user to 
browse and visualize images of the multimedia re­
pository, sort these images using different criteria 
(e.g., name, date or size) and start a slideshow with 
the selected images; 

Annotation Mode - this mode is used to annotate 
images automatically with audio information. Users 
can make comments that are recorded about their 
images in two situations: when users annotate by 
keywords the image contentor when they share their 
images in slideshow mode with friends; 

Search Mode - in this mode a user can produce a 
query to retrieve memories of a specific type, using 
the query language. There are two types of queries 
that can be produced. One consists of a query that 
uses semantic concepts and the other consists of a 
query that uses a composed image with visual prop­
erties. 

To resolve these queries a multimedia retrieval system is 
included. Image processing, classification and audio 
analysis are among the operations that are supported by 
this system. 

4. USER INTERFACE 
The proposed interface makes possible for a user to man­
age personal memories with pictures. ln this way, the 
interface supports the search and the visualization of a sct 
of images from a multimedia repository, the annotation 
ofthese memories with audio elements and the capture of 
new memories using a webcam for this matter. 

The proposed interface is organized in two main sections 
(see figure 2): The results section and the query section. 
The results section is located in the upper section of the 
screen and is used essentially as a display and selection 
area, showing the query results or the images that belong 
to a particular directory. These images are organized in a 
variable number of thumbnails and in one larger image 
that exhibits the preview of the selected thumbnail or the 
preview of an image captured by the webcam. Also, a 

Figure 3. lmage capture using a webcam. 
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mini-slideshow can be run inside this area. The query 
section contains a list of filters and a query box. Filters 
are criteria, such as operators or concepts, that a user can 
drag into the query box in order to specify a query. 

Within these areas various actions take place. The fol­
lowing sections describe the main actions that the pro­
posed interface puts at the disposal ofthe user. 

4.1 Capture 
The interface by means of a webcam and a proper dialog 
permits the capture of images in a simple way. The ac­
quired picture not only can improve the personal collec­
tion but can also be used as input to look for similar im­
ages. For instance, the user can search for images with 
objects alike the one placed in front of the webcam or 
quickly search for photos of a friend that just arrived 
without typing names or browsing fo lders. 

This mode allows the user to search using physical ob­
jects, in the spi rit of a tangible interface, and can be a 
way to easy recover personal experiences of people with 
lower technological knowledge. Figure 3 shows an ex­
ample of this mode of interaction with the multimedia 
repository. For example, if the user wants to find images 
of parties, by placing a bottle in front of the webcam 
some party images will be retrieved because bottles usu­
ally appears in these images. 

4.2 Visualization 
Given a folder selected by the user containing images, 
thumbnails of these pictures are generated in real-time 
and presented to the user in the results section. These 
thumbnails can be sorted using different criteria such as 
name, time or size of the original file . When one of these 
thumbnails is chosen a preview is displayed. Both visu­
alizations are integrated on the interface (see Figure 2), 
so the user has the perfect notion of the image she has 
selected at any time. Other visualization mode that the 
interface allows is the slideshow. ln this mode images are 
displayed in the preview window or as usually in full 
screen and advanced automatically at fixed periods. 

4.3 Audio annotation 
One of the recurrent methods used to classify images 
uses a set of words (tags) to describe an image. Usually, 
the user is responsible for manual insertion of these tags 
and many applications use this information as a basis for 
image retrieval. This is common practice among related 
app lications (see section 2) to the one proposed in this 
paper. 

Our approach simplifies this task, allowing the user to 
annotate images in an autornatic manner, using audio 
elements and visual features (see section 5). 

When people share their photos with friends they use the 
slideshow and provide comment or stories about the 
photo that is been visualized to better explain the cap­
tured rnoment and the related context (see figure 4). 
These comments can be very useful to annotate images. 

Audio annotation is perforrned in two di fferent ways: 
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• 

• 

With a microphone the user can describe by words 
an image that is being presented at the moment; 

The user can select a set of images, start a slideshow 
and whi le she presents and describes those photos to 
someone, such as a friend or a fellow worker, audio 
is be ing recorded (see figure 4). 

This recording is analysed afterwards using an ASR 
(Automatic Speech Recognition) tool. Given an audio 
file and a dictionary, this tool recognizes the keywords 
that were said and annotates images using these words. 

4.4 Search 
The proposed interface offers two approaches when con­
sidering visual information retrieval from a rnultirnedia 
database. One is based on semantic concepts, often used 
to describe an image and the other consists of a composi­
tion of visual elements, that is, selections of parts of irn­
ages. Both approaches can be used in order to query the 
database. We call these, query by concepts and query by 
composition. Both types of queries are built using the 
query language proposed. Concepts, logical operators, 
temporal and geographical items, and images parts are 

Figure 4. Audio annotation in slideshow visualization 
mode. 

the elements used to build the query using the drag and 
drop technique to a query box. The following subsection 
presents the query language and explains how it is used 
to retrieve images. 

4.4.1 Query language 
The query language uses the following elements to build 
queries: visual parts, contextual items and concepts. To 
combine these e lernents, logica l operators are used . At 
this stage, the operators used are defined by the set, 

Loperator={AND, OR, NOT}. 

As normally, the ANO operator expresses conjunction or 
intersection whereas the OR operator expresses disjunc­
tion or union. The NOT operator permits to address to ali 
concepts counterparts e.g., NOT face = No Face. 

The user can indicate what concepts are relevant for her 
sea rch among a universe of pre-established set of con­
cepts: 
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Figure 5. Drag and drop to a query box. 

Concepts = {Beach, Face, Indoor, ManMade, Party, 
Snow, People}. 

Using the operator NOT more concepts are defined: 

NOT Concepts = (No Beach, No Face, Outdoor, Nature, 
No Party, No Snow, No People}. 

Because contextual information is important to recover 
personal media a set of contextual elements are also de­
fined: 

Contextual= (Location, Time} . 

Visual elements are obtained by cropping sections m 
different images. 

Recurring to these elements and operators we can pro­
duce queries like, 

NOT !ndoor AND NOT ManMade. 

Such query can be translated to images of the exterior 
that have nature in them (Note: NOT ManMade = 

NATURE and NOT !ndoor = Outdoor). The integration 
of these operators can be an asset for retrieving a specific 
subset from the multimedia database, tuming into more 
valuable memories. 

To retrieve images using the query by concepts, the user 
indicates what concepts are relevant for her search 
among the set of predefined concepts. When establishing 
the concepts she wants to use to formulate a query, the 
user denotes that she is looking for images that are some-

how related to her choice. For instance, if the selection 
consists of, 

Outdoor AND No People AND Nature, 

our system retums a set of images with a hi-probability to 
depict those concepts. These images can be visualized or 
serve as input for the other type of query. 

ln order to accomplish a query of this kind, concepts and 

Figure 6. Query by image composition. 

operators are chosen by means of a drag and drop opera­
tion into a query box (see Figure 5). As opposed to simi­
lar applications or normal database querying there is no 
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typing at all. The user merely drags operators and con­
cepts she wishes to express to the query box and presses 
the submit button. Also, elements present in the query 
box can be reordered or deleted at any time. This solution 
is easier and faster than having a user typing keywords. 

Figure 5 shows an example of a query by concepts. The 
concepts People and Indoor, and the operators NOT and 
AND are in the query box to search for indoor images 
without people. 

Another method that this app lication offers to retrieve the 
claimed memories is query by composition. This method 
allows composing an image with other images parts (see 
Figure 6). 

Using queries by composition the user indicates that she 
wants images with visual properties similar to the objects 
that were selected. Rectangular or freehand selections 
can be done to construct the composition and their loca­
tion and size is defined by the user. Compositions can be 
submitted or saved for reutilization. A list of existing 
compositions is presented on the Compositions menu and 
the user can select one of them at anytime to resend that 
query to the database. 

Figure 6 shows an example of a query by image compo­
sition. Two image parts and the operator AND are in the 
query box to search for similar images. 

5. RETRIEVAL SYSTEM 
The user interface described in this paper allows query­
ing the database using two methods: query by concepts 
and query by image composition. The first method gives 
more information to the system because concepts, in gen­
eral, are trained using hundreds of images and the second 
gives more freedom to personalize the query, but the in­
formation given to system is weaker. 

Query by concepts is based on a set of semantic concepts 
obtained by training a binary classifier. To combine sev­
era! concepts in a query the sigmoid function is applied 
to the output of classifier. For more details see [Jesus06]. 

The image composition query works in a simi lar manner 
of the query by sketch [Buijs99] but the query is defined 
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using parts of other images. When the user navigates in 
the personal collection, sometimes she does not find im­
ages that express what she really wants to search. How­
ever, there are parts of severa! images that together can 
form the desired query (see figure 6). After the query is 
formed, the system extracts from each of these parts a set 
of visual "words" to represent the query, in a way that is 
similar to text retrieval techniques. Then, Latent Seman­
tic Analysis (LSA) [Deerwester90] is applied and the 
cosine distance is used to retrieve relevant images. 

5.1 Latent Semantic Analysis 
The visual content of each picture of the database is rep­
resented by a bag of visual "words" (see figure 7) that 
express the number of times the visual "words" occur in 
an image. The visual words belong to a visual vocabulary 
obtained by applying the k-means method to a large set 
of SIFT (Scale Invariant Feature Transform) [Lowe04] 
descriptors extracted from ali images of the database. 
Then, the database is represented by the matrix term­
document that describes the occurrences of the visua l 
"words" in images. Following this, we apply the term 
frequency - inverse document frequency (td-idf) weight 
to each element of the matrix . Finally, we apply the LSA 
to the matrix term-document. Given a query, the system 
calculates a new bag of visual words that represents the 
query and then ranks the database using the cosine dis­
tance. 

6. RESULTS 
To evaluate the application proposed two types of 
eva luations should be done: tests to evaluate the results 
obtained by the multimedia retrieval system and tests to 
eva luate the user interface. At th is stage we only present 
results conceming the evaluation of resu lts of the multi­
media retrieval system. However, the Memoria project 
includes a similar interface that explores personal memo­
ries on a mobile device and this interface has already 
been evaluated. From those results, we can infer some 
ideas about the option of using the drag and drop tech­
nique and a query box to define queries using different 
items. With that eva luation we conclude that after a pe­
riod of initia l adaptation, users fee l comfortable us ing the 



Figure 8. Query by concepts - Results obtained using the query, Outdoor AND Nature. 

drag and drop technique and the query box (two impor­
tant features of our interface). However, we are aware 
that the interface proposed differs from a mobile applica­
tion, so these conclusions should be taken just as a guid­
ing point. 

The desktop interface allows querying the database in 
two modes: query by concepts and query by image com­
position. To test these functionalities a personal collec­
tion of about 5000 photos was used. These personal 
memories are essentially composed by pictures of people, 
nature or urban scenes, holidays and parties. The seman­
tic concepts were evaluated in [Jesus06]. The concepts 
indoor, outdoor and people presented the best results 
while party and snow were the worst (see table 1 ). This 
happens because party and snow are rare events in the 
database. Figure 8 shows the results obtained by the 
query, Outdoor AND Nature. 

Query Color Texture Color 

Texture 

lndoor 0,61 0,64 0,70 

Outdoor (NO lndoor) 0,82 0,79 . 0,86 

People 0,77 0,77 0,78 

Party 0,11 0,13 0,12 

Outdoor AND Beach 0,41 0,17 0,36 

Outdoor AND Snow 0,1 1 0,03 0,04 

lndoor AND People 0,15 0,18 0,20 
AND Party 

MAP 0,42 0,39 0,48 

Table 1. Mean A verage Precision (MAP) - query 
by concepts. 

To eva luate the query by composition, four cases were 
tested and compared with the results obtained by each 
image used to compose the query. The four cases are: to 
search for buildings; to search for plants; to look for 
snow images and to find images of a specific house To 
analyze the performance of this technique, Table 2 pre­
sents the precision for both situations. ln general, the 
image composition query obtains results that are very 
close with one of the images used to build the query (lm-

age 1 colurnn in table 2). However, the query by image 
composition presents relevant images with more diver­
sity. At this stage, we are using only texture features but 
we will include more features (e.g., color or shape) to 
improve the results ofthis method. 

7. CONCLUSIONS ANO FUTURE WORK 
An interface to explore personal memories was pre­
sented. It allows browsing and visualizing memories, 
capturing new media items, the automatic annotation of 
images using audio information, and the construction and 
reuse of queries using a visua l query language to search 
for images on a multimedia repository. The described 
capabilities in conjunction with a drag and drop opera­
tion into a query box enables the management of per­
sonal memories in a way that is fast and also requires a 
minimal interaction from the user. 

lmage Com- lmage Image lmage 
position 1 2 3 

Buildings 0,56 0,45 0,44 0,33 

Plants 0,81 0,85 0,69 0,37 

Snow 0,13 0,13 0,05 0,04 

House 0,19 0,15 0,11 -

Mean 0,42 0,40 0,32 0,25 

Table 2. Precision obtained by several queries by 
image composition considering 100 returned im-

ages. 

Future work for this project includes a more thorough 
evaluation for the proposed interface, the construction of 
a tangible interface and the use of contextual informa­
tion, such as GPS , date and EXIF metadata. 
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