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Abstract

Learning-based JPEG restoration methods usually lack consideration on the visual content of images. Even though these
methods achieve satisfying results on photos, the direct application of them on line drawings, which consist of lines and white
background, is not suitable. The large area of background in digital line drawings does not contain intensity information
and should be constantly white (the maximum brightness). Existing JPEG restoration networks consistently fail to output
constant white pixels for the background area. What’s worse, training on the background can negatively impact the learning
efficiency for areas where texture exists. To tackle these problems, we propose a line-drawing restoration framework that can
be applied to existing state-of-the-art restoration networks. Our framework takes existing restoration networks as backbones
and processes an input rasterized JPEG line drawing in two steps. First, a proposed mask-predicting network predicts a binary
mask which indicates the location of lines and background in the potential undeteriorated line drawing. Then, the mask is
concatenated with the input JPEG line drawing and fed into the backbone restoration network, where the conventional Ly loss
is replaced by a masked Mean Square Error (MSE) loss. Besides learning-based mask generation, we also evaluate other direct
mask generation methods. Experiments show that our framework with learnt binary masks achieves both better visual quality
and better performance on quantitative metrics than the state-of-the-art methods in the task of JPEG line-drawing restoration.

CCS Concepts

e Computing methodologies — Reconstruction; Image processing; * Applied computing — Media arts;

1. Introduction

A large quantity of line drawings on the internet are uploaded af-
ter JPEG compression which is a lossy compression algorithm that
introduces noise and artifacts. In this paper, we address the task of
restoring JPEG-compressed digital line drawings. Specifically, the
purpose is to estimate the latent undegraded line drawing x pro-
duced by painting software, given the JPEG-degraded observation
line drawing x¢ = J(x) where J is JPEG compression operation.
In the case that x is photo, the problem can be properly solved by
state-of-the-art restoration networks like FBCNN [JZT21].

However, unlike photos, line drawings are images that are com-
posed of distinct lines placed against a background. Currently, dig-
ital line drawings are created using a painting software like Pho-
toshop[Ado], where artists draw strokes on a white canvas. The
strokes usually have a paintbrush texture and the white canvas is
plain without any texture or gradations. The strokes and white can-
vas form the lines and the background respectively in these line
drawings. Given that the pixel brightness of a monochromatic line
drawing is in the range of [0,255], generally the background bright-
ness is constantly 255 and the line brightness ranges from 0 to 254.

We find that direct use of existing image restoration networks
for line drawings mainly have two limitations: (1) Restoration net-
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works usually fail to correctly predict the background pixel bright-
ness, even if the ground-truth brightness value is constantly 255. (2)
Background contains no intensity information but occupies the ma-
jority of the area, which can affect the training efficiency on lines.
(After a statistical analysis of a line-drawing dataset we collect, we
find that the number of background pixels accounts for, on average,
about 95% of the total line drawing pixels.)

Based on the prior that background brightness of digital line
drawings is 255, we propose a thresholding method to tackle the
first limitation. The method functions as a post-processing scheme
to the output of an arbitrary restoration model. It is simple and fast
to implement, effectively removing a large portion of errors in the
background and thus improving the performance on quantitative
metrics.

To simultaneously tackle the two limitations, we further propose
a framework that can be applied to various existing restoration net-
works. The central idea of this proposed framework is utilizing a
binary mask indicating the location of the lines and the background
in a line drawing to guide the training. Our framework incorporates
the mask into the existing networks by adding an additional input
channel, without any modification of the networks’ structure. We
apply masked Mean Square Error (MSE) loss to guide the networks
to optimize solely on the lines, and optimization on the background
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Figure 1: Visual comparisons of FBCNN baseline and our framework with learnt mask on a JPEG line drawing from our line-drawing test
set with QF = 10. Note the difference of the light lines. Please zoom in for better visualization.

is removed from the training process. Finally, the output line draw-
ing of the network is masked, with the background being set to 255
according to the prior.

The binary masks in our framework need to be generated
from JPEG line drawings. While some conventional thresholding
methods like traditional adaptive thresholding and Otsu’s method
[Ots79] exist, we propose a learning-based method for generating
high-accuracy masks. The idea of our method is to view mask gen-
eration as a pixel-wise segmentation task, where each pixel in a
JPEG line drawing is assigned to two predefined classes, namely
line and background. In our method, we propose a mask-predicting
network which takes as input a JPEG line drawing and outputs its
corresponding binary mask.

We evaluate our thresholding method and our framework com-
bined with different mask generation methods on a line draw-
ing dataset collected from Pixiv [Pix]. We take three state-of-
the-art restoration networks, namely FBCNN [JZT21], DRUnet
[ZLZ*21], and Swinir [LCS*21], as baselines and make compre-
hensive comparisons. Quantitatively, both our thresholding method
and framework with learnt masks achieve better performance than
baselines in terms of PSNR and SSIM. We also show that our
framework can improve the visual quality of restored line draw-
ings comparing to the baselines. An example of restoration effect
on FBCNN backbone is shown in Fig. 1.

2. Related Work
Learning-based JPEG Restoration

JPEG is a lossy compression algorithm that is widely used in image
compression. The level of noise in the compressed image is repre-
sented by quality factor (QF), a number ranging from 0 to 100.
A lower QF indicates greater information loss and the presence of
more artifacts in the compressed image.

Learning-based methods for image restoration in the past few
years have achieved state-of-the-art performance. JPEG restora-
tion can be seen as a subtask of image restoration. To train JPEG
restoration networks, undegraded images are used as labels and

their JPEG-compressed versions are used as inputs. These networks
can be mainly divided into two types, namely blind and non-blind,
based on whether the QF of the input image is known.

The first learning-based JPEG restoration method is proposed
by Dong et al. [DDLT15] after the application of deep convolu-
tional network in image super-resolution task [DLHT14]. It is a
non-blind method in which the CNN is trained separately for each
QF. Guo and Chao [GC16] train a two-branch CNN to aggregate
spatial and DCT domain information for JPEG restoration. Zhang
et al. [ZYHLI18] propose a dual domain multi-scale CNN which
incorporate DCT domain and pixel domain. Liu et al. [LZZ*18] in-
troduce wavelet transform into U-net [RFB15], which reduces the
size of feature map to achieve high computational efficiency for
JPEG artifacts removal. Zhang et al. [ZZZ18] propose a denoising
CNN which can handle JPEG compression noise with a tunable
noise level map as input. Inspired by that, Zhanget al. [ZLZ*21]
incorporate the noise level map into U-net and further improve the
performance in JPEG denoising. Fu et al. [FZW*19] design a deep
convolutional sparse coding (DCSC) network based on learned iter-
ative shrinkage-threshold algorithm [GL10] to reduce JPEG com-
pression artifacts. Ehrlich et al. [EDLS20] take use of JPEG’s quan-
tization matrix as guidance to JPEG restoration network. Jiang et
al. [JZT21] propose a flexible blind convolutional neural network
(FBCNN) that can predict QF of the input JPEG image and control
the output effect inspired by spatial feature transform [PLWZ19]
[WYDLI18]. Swinir [LCS*21] is proposed after the success of Swin
Transformer [LLC*21]. Kawar et al. [KSEE22] propose a method
to solve JPEG image restoration based on Denoising Diffusion
Restoration Models (DDRM) [KEES22].

Mask Generation

In our proposed framework, the role of masks is to separate the
line pixels and the background pixels in a line drawing. To gen-
erate these binary masks, potential solutions include threshold-
ing and segmentation. Automatic thresholding methods like Otsu’s
method [Ots79], Kapur’s method [KSW85] and Huang’s method
[HW95] aim to classify foreground and background pixels based
on gray-level histograms. Learning-based semantic segmentation
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(b) Binary error map of (a)

(a) The output line drawing from
FBCNN (QF = 10, PSNR = 37.58)

(¢) Absolute error map of (a)

(d) Binary error map of (a) after
thresholding (PSNR = 37.82)

Figure 2: Visual analysis of predicting errors. The input line drawing is from our testset and the background brightness is constantly 255.
(a) The output line drawing from FBCNN with input QF = 10. (b) We compute the binary error map of (a). Pixels with zero error value are
marked as green, and otherwise red. (c) We compute the absolute error map of (a). (d) Our thresholding method is applied to (a) and the

PSNR is improved

using Fully Convolutional Networks [LSD15] and U-net [RFB15]
[ZSTL19] also provide hints for our mask-predicting network since
we view mask generation from JPEG line drawings as a segmenta-
tion task with two classes.

Masked MSE in Image Inpainting

Our proposed framework is similar to deep learning-based image
inpainting methods such as [PKD*16], [YLY*18] and [XXL*21].
These methods take an input completion mask along with the in-
put image and compute the masked Mean Squared Error (MSE)
as the reconstruction loss, in addition to the adversarial loss. This
scheme enables the Generators to efficiently learn the structure of
the regions that need to be completed. To the best of our knowl-
edge, such a scheme has never been used in supervised restoration
networks since denoising is needed uniformly across all parts of
the image. Most of the existing restoration networks we discussed
prefer L; loss.

3. Proposed Approach

To address JPEG line drawing restoration task, we introduce two
methods in this section. We first introduce a thresholding method
which is directly applied to the output line drawings of exisiting
restoration networks. We then present our line-drawing restoration
framework and discuss several mask generation methods for our
framework, including our proposed mask-predicting network.

3.1. Thresholding

As we show in Fig. 2, existing restoration networks generally fail
to accurately predict the background brightness which should be
constantly 255. Even though the absolute error values in the back-
ground are close to O (Fig. 2d), the large amount of errors (Fig.
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2¢) in the background still affect the performance on quantitative
metrics. To tackle this problem, we propose a simple yet effec-
tive thresholding method to post-process the output line drawings
from existing restoration networks. Given a grayscale line drawing
L output by the restoration networks, the thresholding method Ty
with threshold value 0 is formulated as

255
TG(Liyj) = { L
(i.j)eQ bl

Li;>6
L;; <6, M

where L; ; is the pixel luminance of L at index (i, j), and Q is the
set of all the pixel indices in L.

Because of the low absolute error values in the background of the
output line drawings, it is appropriate to select a threshold 0 close
to 255. In our experiment, the threshold 6 is empirically set to 251.
Since some line pixels in a line drawing can also have brightness
close to 255, the thresholding method will inevitably introduce ad-
ditional errors. However, due to the fact that the total amount of
the line pixels in a line drawing is significantly smaller than that
of the background pixels, and that most of the line pixels are much
darker than background, this method still consistently improves the
overall performance in terms of quantitative metrics.

3.2. Line-drawing Restoration Framework with Masks

The proposed thresholding method only tackles background errors,
and inevitably introduces extra errors to the lines in line drawings.
‘We thus propose a framework that not only removes background er-
rors but also improves the performance on the lines. An overview of
our framework, as compared to the baseline framework (commonly
used in most learning-based image restoration methods), is illus-
trated in Fig. 3. Given a restoration network, the baseline frame-
work takes as input a grayscale JPEG line drawing I; and output its
restored version. By contrast, suppose we have a binary mask M
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Baseline Framework

Our Framework

Restoration
Networks

Restoration
Networks

masked

Figure 3: Our proposed framework compared with the baseline framework. The baseline framework takes as input a JPEG line drawing I;
and directly takes the output of restoration networks as the restoration result. Our framework adds another input channel for a binary mask
M. In the output line drawing 1, only the lines are restored. Then 1 is masked by M, so that background is set to white color.

where the value of line pixels is 1, our framework takes as input I;
concatenated with M and outputs a line drawing where only lines
are restored. Then the output I is masked by M and the background
is set to white, that is, the final restored line drawing L is:

L = max (I, Mass — Mass © M), 2
where Mjss5 is a matrix same size as L with all elements equal
to 255, and ® is pixelwise product. In the training stage of our
framework, we use the ground-truth mask M synthesized from a
ground-truth line drawing I by thresholding:

0 I;=255
M”J N { 1 Ii,j < 254, (3)

where I; ; is the pixel luminance of I. We then use a masked MSE
loss function with respect to M as:
<~ Ya-1oMm)?

LLY) = M (C))

where Y sums up all the elements in the matrix.

Our framework can be viewed as a learning-based image inpaint-
ing approach without adversarial training, with the completion area
being the lines in a line drawing. However, different from non-blind
image inpainting where completion mask is specified by the user,
generating masks from JPEG input line drawings can be a nontriv-
ial task. In the next section, we introduce methods for mask gener-
ation in our framework.

3.3. Mask Generation
Mask-predicting Network

We propose a learning-based method that treats mask-generating
task as semantic segmentation with two classes: line and back-
ground. Our mask-predicting network is illustrated in Fig. 4. We
use an end-to-end training, where both the training data I; and la-
bel M are generated from ground-truth line drawing I with JPEG
compression and equation (3) respectively. Our mask predicting
network outputs 2 channels representing the logits for each class.
During the training stage, we use the Cross-entropy loss as the op-
timization function. During the inference stage, the pixel values (0
or 1) of the masks are generated based on the ’argmax’ of the two
channels.

256 512 512 256

I inputlayer I output layer [ Residual blocks = Skip connections

Figure 4: Structure of our mask-predicting network.

Direct Mask generation Methods

We also consider some direct methods that generate binary mask
from a JPEG line drawing. In our experiment, we choose one rep-
resentative method from histogram-based methods and one from
adaptive thresholding methods, namely Otsu’s method (referred as
"Otsu") and Adaptive Gaussian Thresholding (AGT). Since Otsu’s
method tends to generate thinner lines compared to the ground-
truth masks, we also apply a dilation operation once to the output
mask of Otsu’s method (referred to as "Otsu_D"). The window size
and constant in AGT are set to 35 and 2. In Fig. 5 we show the
visual comparisons of these methods.

4. Experiments

In our experiment, we choose three state-of-the-art restoration net-
works as backbones: FBCNN, DRUNet and SwinIlR. FBCNN is a
blind network specially designed for restoring JPEG images with
unknown QFs. DRUNet encodes the QF as a noise-level map to
guide the restoration. SwinlR is a transformer-based restoration
network trained for a single QF. First, we introduce our training
setup and our line-drawing dataset. We then show the evaluation
results of our thresholding method and our line-drawing restoration
framework.

4.1. Experiment Settings

The experiments are performed on a Ryzen Threadripper 3960X
24-Core Processor CPU and NVIDIA RTX A6000 GPU. All the
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AGT Otsu

Otsu_D

Ours Ground truth

Figure 5: Visual comparisons of direct mask generation methods and our mask-predicting network. The mask generated by our method is
marked as "Ours" here. The input line drawing is from our test set and compressed with QF = 10.

training times we mentioned in this section is mesured on a single
GPU.

We use a line-drawing training set containing 297 large-sized
line drawings and a test set containing 13 line drawings. The line
drawings in our datasets are digital line drawings with a back-
ground brightness of 255. Most of the line drawings in our dataset
are collected from Pixiv and randomly divided into a training set
and a test set. During training, the line drawings are randomly
cropped into patches.

4.2. Thresholding for Baselines

We demonstrate the improvement achieved by our thresholding
method in terms of quantitative metrics. Fig 6 illustrates the train-
ing graph that compares baselines with our thresholding method.
Training is conducted on our training set, and the plotted PSNR
and SSIM curves are evaluated on our test set with QF = 10. It
is apparent that our thresholding methods consistently improve the
performance compared with the baselines.

4.3. Evaluations of Our Framework

We evaluate our framework combined with different mask genera-
tion methods. We first demonstrate that direct methods (AGT, Otsu
and Otsu_D) for mask generation fail to achieve satisfying results
using our framework. Then we give the quantitative and visual eval-
uations of our framework and our mask-predicting network.

Direct Mask Generation

From the visualization in Fig. 5, one can see that our method gen-
erates a more accurate mask than the direct methods do. Evalua-
tions based on mloU(mean Intersection over Union) and boundary
F-score metrics further confirm the superior performance of our
method. We demonstrate the results in Table 1, where these meth-
ods are evaluated on our line-drawing test set.

Furthermore, we use FBCNN to compare the training perfor-
mance between the baseline and our framework with masks gener-
ated by direct methods. The moving averages of PSNR and SSIM
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Figure 6: PSNR and SSIM evaluations of baselines and our thresh-
olding method for backbone FBCNN, DRUNet and SwinlR on our
line-drawing test set compressed with QF = 10.

evaluations on our test set during training are shown in Fig. 7. It
is obvious that direct methods are significantly worse than base-
line and thresholding. Thus, we consider it is inappropriate to use
traditional direct methods for mask generation. Therefore, we only
evaluate our framework with learning-based method in the follow-
ing experiments.



108 Y. Zhu & Y. Yamaguchi / JPEG Line-drawing Restoration with Masks

Table 1: Average mloU and F-score evaluation results for masks
generated from our test set.

Method | mloU | F-score
AGT 0.715 ] 0.831
Otsu 0.644 | 0.780

Otsu_D | 0.673]0.797
Ours 0.887 | 0.939

oe0t T
0985
0980
=
- a
30 —_— B - 0975~
0970 — Baseline+Thresholding

— Baseline

0.965

20 40 60 80 100 0.960 20 [ 60 80 100

Training hours Training hours

Figure 7: PSNR and SSIM evaluations during training using back-
bone FBCNN. The test set are compressed with QF = 10. The per-
formance of our framework combined with direct mask generation
methods (Otsu, Otsu_D and AGT) is significantly worse than base-
line and our thresholding method. All the curves are processed with
moving average.

Mask Generation with Our Mask-Predicting Network

Our mask-predicting network is trained with the same scheme of
the backbone networks. For FBCNN, which is a blind network
trained on JPEG images whose QF ranges from 5 to 95, our mask-
predicting network is also trained with the same QF range for 158
hours. For DRUNet, which is a non-blind network trained with the
same range as FBCNN but encodes the QF as a noise-level map
into the network, we also train our mask-predicting network with
the same noise-level map and QF range for 97 hours. For SwinIR,
which is a non-blind network trained with only one QF, our mask-
predicting network is trained with QF = 10 for 38 hours. For sim-
plicity, we refer our line-drawing restoration framework with masks
generated by our mask-predicting network as "our framework".

For FBCNN, DRUNet and SwinIR backbones, we set the total
training times to 174, 130 and 106 hours respectively. The learn-
ing rates are the same as that in their original papers. We plot the
moving averages of PSNR and SSIM evaluations on our test set
for the three baselines compared with our thresholding method and
our framework in Fig. 8. Note that our framework needs time to
train the mask-predicting networks. Therefore, for better visualiza-
tion, we shift the training lines for our framework by 158, 97 and
38 hours. It is evident that both our thresholding method and our
framework outperform the baselines, with our framework gener-
ally achieving the best performance within the given training time.
We further report the numerical comparisons in Table 2.

We evaluate our framework for the three backbones in the train-
ing times aforementioned qualitatively. The results are shown in
Fig. 9, Fig. 10 and Fig. 11. Since our thresholding method makes
little difference in visual results, we only show comparisons of
baseline and our framework with the three backbones. As one can
see, our framework shows a better visual restoration effect for light
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Figure 8: PSNR and SSIM evaluations of baselines and our meth-
ods for backbone FBCNN, DRUNet and SwinlR on our line-
drawing test set compressed with QF = 10. The curves of our
framework are plotted after training of our mask-predicting net-
works. All the curves are processed with moving average.

lines in line drawings. The mask predicted for the three baselines
also fairly show the shape of light lines. We infer that the excellent
prediction of mask may guide the backbones to perform better for
restoring light lines.

4.4. Limitations

For each single lined drawing, our framework consistently achieves
better quantitative results in terms of SSIM, which measures the
structual similarity with the ground truth. We attribute this to the
fact that our mask-predicting network fairly predicts the shapes of
lines as we demonstrated in Fig. 9, Fig. 10 and Fig. 11. However,
our framework may get slightly worse PSNR performance when
the background of original line drawings is unconsciously contam-
inated by the artists, which results in the background not being con-
stantly 255.

Another limitation exists when our framework is applied in real-
world situation. When the deteriorated line drawings contain other
type of unknown noise besides JPEG artifacts, our blind mask-
predicting network (which we used for FBCNN backbone) may
sometimes fail to generate a clean line mask. Since our framework
heavily rely on the quality of the line mask, this may result in worse
visual quality compared with the baseline. In this case, non-blind
mask-predicting network (which we used for DRUNet backbone)
with a low noise-level parameter specified by the user is required
in order to get a clean line mask.
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FBCNN FBCNN + our framework Ground truth Learnt mask (FBCNN)

Figure 9: Visual comparisons of FBCNN backbone with and without our framework. The input JPEG line drawings are from our line-
drawing test set compressed by QF = 10. Please zoom in for better visualization.
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Figure 10: Visual comparisons of DRUNet backbone with and without our framework. The input JPEG line drawings are from our line-
drawing test set compressed by QF = 10. Please zoom in for better visualization.
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SwinlR SwinlR + our framework
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Figure 11: Visual comparisons of SwinlR backbone with and without our framework. The input JPEG line drawings are from our line-
drawing test set compressed by QF = 10. Please zoom in for better visualization.

Table 2: PSNR | SSIM results of baseline and our methods for FBCNN, DRUNet and SwinlR. The training and evaluation are performed on

our line-drawing training set and test set.

Backbone | QF Baseline Baseline + our thresholding | Baseline + our framework
10 | 35.420.9915 35.66 | 0.9927 36.47 | 0.9941
FBCNN 20 | 37.560.9948 38.4510.9961 39.20 | 0.9969
30 | 39.45|0.9959 40.08 | 0.9973 40.80 | 0.9978
40 | 40.42|0.9965 41.2210.9979 41.85 | 0.9982
10 | 37.090.9941 37.10 | 0.9943 37.39 | 0.9949
DRUNet 20 | 39.640.9963 40.11 ] 0.9971 40.49 | 0.9974
30 | 41.87]0.9978 41.93 ] 0.9981 42.23 | 0.9982
40 | 43.090.9982 43.17 ] 0.9986 43.43 | 0.9987
SwinIR 10 | 37.09|0.9944 37.43 1 0.9947 37.46 | 0.9950

5. Conclusion

In this paper, we propose a thresholding method and a line-
drawing restoration framework with learning-based mask genera-
tion method for JPEG line-drawing restoration. Our thresholding
method effectively corrects most of the prediction errors in the
background of line drawings. Our framework utilizes a binary mask
of line drawings to avoid training on the plain background without
intensity information in line drawings and to guide the restoration.

We conduct experiments comparing different mask generation
methods for our framework, and results show that our proposed
mask-predicting network is more suitable compared to Otsu’s
method and Adaptive Gaussian Thresholding. Extensive experi-
ments prove superior performance of our proposed framework with
our mask generation method for line-drawing restoration. When

training time is limited, our thresholding method can be easily ap-
plied to existing baselines to get better quantitative results.

Due to the wide spread of JPEG line drawings on the internet, we
only consider JPEG restoration in this work. However, we consider
that the potential of our framework is not limited to JPEG restora-
tion. In future work, exploiting the effectiveness of our framework
for other noise removal or super resolution of line drawings is worth
trying.
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