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Abstract 

This paper introduces a novel image-based rendering system to capture, represent and render real world and 
synthetic scenes. In our system, a longitudinally aligned camera array is mounted on a rotating arm supported 
by a tripod. The cameras are always aimed along the radial direction. The scene is captured by the camera 
array that rotates along a circle. Each pixel of the captured images is indexed by 4 parameters, i.e. the 
rotation angle of the camera array, the longitudinal number of the camera, the image column number and the 
image row number. Given the position and the viewing direction of an observer, the system can generate novel 
views by interpolating the captured pixels in real time without any geometric representation. If the observer is 
constrained to move on a plane, the size of the scene data can be further reduced to that of an approximately 
3.5D plenoptic function. Compared with light field and Lumigraph, our method provides an easier 
inside-looking-out capture configuration and a uniform spatial sampling pattern. Our system goes a step 
further than concentric mosaics by allowing users to move continuously within a 3D cylindrical space, thus 
users can experience significant lateral as well as longitudinal parallaxes and lighting changes of a scene. 
Moreover, our method provides an image-based solution to the wandering of a large environment through 
concatenation of various wandering circles. Our technique has potential applications in entertainment, 
e-commerce and communication. 

____________________________________________________________________________________________________ 

 

1. Introduction 

In recent years, image-based rendering techniques have 
been developed to generate novel views of an environment 
from a set of pre-acquired images. These techniques have 
contributed significantly to the wandering around in virtual 
environment. With the use of image-based rendering 
techniques, the cost of rendering a scene is independent of 
the scene complexity and truly compelling photo-realism 
can be achieved since the images can be directly taken from 
the real world. While some approaches have been 
developed based on view interpolation4, view morphing10, 
and geometric recovery12, 13, a branch of approaches which 
requires less interaction while constructing is based on 
plenoptic functions. 
 
The original 7D plenoptic function2 was defined as the 
intensity of light rays passing through every position, at 
every possible angle, for every wavelength and at every 

time instant. These rays are used to reconstruct virtual 
scenes in which people can wander and look around in it. 
However, at that time, many problems including how to 
capture a scene and what a uniform sampling pattern of a 
scene is have not been considered. By ignoring time and 
wavelength, a 5D plenoptic function9 is proposed. It is 
performed via interpolating a set of panoramic images at 
different 3D locations, but difficult feature correspondence 
problems remain to be solved. If the scene can be 
constrained to a bounding box, a 5D plenoptic function can 
be reduced to a 4D plenoptic function called the light field8 
or a Lumigraph7. The Lumigraph has been used mostly to 
represent small objects that are viewed from outside. To 
capture the light field or a Lumigraph, precise camera poses 
have to be known or recovered. Since 4D data sets are 
extremely large and the sampling of a box is irregular, 
walkthroughs of a real scene using the light field or a 
Lumigraph have not yet been fully demonstrated. 
 

QuickTime VR5 using a collection of panoramas is a 
practical system that lets users stand at one position and 
look around in an environment. The small file size of a 
panorama, which represents a 2D plenoptic function, makes 
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the system applicable. The weakness of the system is that 
users have to jump between different capture positions if 
they want to navigate in the environment; therefore the goal 
of continuously wandering is still not achieved. As a further 
step, Concentric Mosaics11 that represent a 3D plenoptic 
function capture a scene by spinning an off-centered 
camera on a rotary table and render novel views by 
combining appropriate captured rays. This method allows 
users to move continuously in a circular region and observe 
lateral parallax and lighting changes in the scene. 
Compared with the light field or a Lumigraph, concentric 
mosaics are easy to capture and have much smaller file size 
because only a 3D plenoptic function is constructed. 
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Figure 1: The problems in concentric mosaics 
method. (a) Top view. (b) Side view. 

 
Unfortunately, concentric mosaics method inevitably 

contains vertical distortions and lacks vertical parallax. As 
illustrated in Figure 1, the view at any point Pview within the 
capture circle should be reproduced from the images 
captured at some point Pc on the circle. For those viewing 
directions that are parallel to the capture plane, the captured 
rays such as PcC are identical to the required viewing rays 
such as PviewC. However, for other viewing directions that 
are not parallel to the capture plane, the captured rays such 
as PcB are much different to the required viewing rays such 
as PviewA. Even when depth correction is introduced, not all 
the viewing rays can be reproduced from the captured rays. 
As shown in Figure 1(b), although the viewing rays, e.g. 

PviewD can be reproduced from the captured rays, e.g. PcD, 
the viewing rays, e.g. PviewF could never be reproduced 
from the captured rays, e.g. PcB since the cameras have 
never captured the part of the scene around point F. 

The weakness of concentric mosaics lies in the less 
sampling of the vertical information of the scene. How can 
we capture more information along vertical direction and 
still limit the size of data file below that of a 4D plenoptic 
function? The answer is straightforward – utilizing a 
camera array instead of only one camera in the capture 
process. Using this setup, we can always retrieve those 
viewing rays that are off the capture plane from certain 
cameras in the vertical array and no depth corrections are 
needed. Without depth correction, the system becomes a 
purely image-based rendering system that can 
automatically generate novel views regardless of any 
geometric recovery. In addition, large environments can be 
easily constructed via the concatenation of various capture 
circles. At the same time, we observed that not all the 
captured rays need to be stored if users were constrained to 
move on a plane as in the case of concentric mosaics. This 
makes the file size of this system equivalent to an 
approximately 3.5D plenoptic function. 
 

The remainder of this paper is organized as follows. In 
Section 2, we introduce the setup of our capture system and 
discuss our sampling considerations. The process that 
indexes and compresses the image data will be discussed in 
Section 3. Section 4 is devoted to the rendering of a novel 
view. The concatenation of various capture circles will be 
discussed in Section 5. A demo that shows the wandering in 
a room is illustrated in Section 6. Finally we conclude our 
work and discuss future directions in section 7. 
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Figure 2: The setup of the capture system. 
 

2. The capture system 

Figure 2 illustrates the setup of our capture system. A 
longitudinally aligned camera array is mounted on a 
horizontal arm supported by a tripod. The cameras are 
always aimed along the radial direction. The scene is 
captured while the array rotates along a circle, which is 
referred to as the “capture circle”. The plane swept out by 
the rotating arm is referred as the “capture plane”. 
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Figure 3: The relationship between the radius of 
the wandering circle and the lateral field of view 
of the capture camera. 

 
Let us first explain some parameters that are related to 

the capture and rendering processes. 
 
  As illustrated in Figure 3, the radius r of a circle in 
which users can freely move and view depends on both the 
lateral field of view ϕfovc of the capture camera and the 
radius R of the capture circle. It is expressed as: 
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Figure 4: The relationship between the height of 
the camera array and the longitudinal field of 
view of the observer. 

 
It is obvious that any ray that originates from any 

viewpoint within the circle and passes through the capture 
camera must be within the field of view of the capture 
camera. Therefore, any novel view of the user can always 
be reproduced from the captured images. We refer this 
circle as the “wandering circle”. 
 
  In addition, as shown in Figure 4, the height H of the 

camera array should be so designed that the longitudinal 
field of view θfovo of the observer is still covered by the 
camera array even if he/she is located at the far end of the 
wandering circle. We have 
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Of course, the longitudinal field of view of the observer 

should not be wider than that of the capture camera, i.e. 
 
 fovcfovo θθ ≤       (3) 
 
  Now let us consider how densely we should deploy the 
cameras on the array and how many images each camera 
should take in one circle. 
 

Assuming that the width and height of the novel image 
of the observer are wo and ho, respectively, the ideal 
longitudinal interval dc between adjacent cameras should be 
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It means that each row of the novel image corresponds to 

each camera on the array. This guarantees that the 
longitudinal parallax of the scene will be reproduced. On 
the other hand, the angular rotation increment ∆ϕi of the 
camera array should be approximately 
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It means that each column of the novel image 

corresponds to each angular position of the camera array on 
the capture circle. This guarantees the reproduction of the 
lateral parallax of the scene. Finally, the resolution of the 
capture camera should be chosen as that of the observer’s 
view. 

3. Processing of captured image data 

Since the size of the captured image data of a scene is 
usually very large, it is necessary to compress the data file 
before the entire image data are loaded into the main 
memory of a computer. Compression makes sense because 
there are significant correlation and redundancy between 
adjacent images. The technique we choose is vector 
quantization6, which is a compression method with quick 
selective decoding14. 
 
It is worthy to note that in the case where the observer is 
constrained to move on a 2D circular plane as in the case of 
concentric mosaics, we can further reduce the captured 
image data by discarding the part of image area that would 
never be seen. As illustrated in Figure 5, we draw a line  
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Figure 5: The reduction of the captured image 
data. 

 
connecting the far end of the wandering circle and the 
(j-1)th camera. The novel viewing rays that originate within 
the wandering circle and pass through the interval between 
camera j-1 and camera j should be reproduced by 
interpolating between captured rays of camera (j-1) and 
camera j. The elevation angles of these rays are always 
larger than that of the line of camera j, which is parallel to 
the above connecting line. Therefore, for camera j, the 
captured rays with their elevation angles smaller than that 
of the above parallel line would never be used in the 
rendering. So we only need to store the parts of image rows 
with their corresponding elevation angles lying between 
angles 
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and θfovc /2 for cameras with j > 0 or 
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and -θfovc /2 for cameras with j < 0. It is obvious that the 
farther away is the camera from the array center, the fewer 
are the image rows needed to be stored. Thus the amount of 
captured data as a 4D plenoptic function is effectively 
reduced to the amount of an approximate 3.5D plenoptic 
function. Comparing with light field and Lumigraph, this 
system significantly reduces the data size without 
sacrificing any 3D parallaxes. Contrasting with concentric 
mosaics, this system eliminates vertical distortions and 
displays significant longitudinal parallax and lighting 
changes. 

4. Rendering novel views 

The principle of rendering novel views is to interpolate 
each novel viewing ray by finding the nearest captured rays. 

The captured rays are indexed by 4 parameters, i.e. the 
rotation angle of the camera array, the longitudinal number 
of the camera, the image column number and the image 
row number. We will discuss the determination of these 4 
parameters in the following. 

4.1 Determination of the rotation angle of the camera 
array 

As illustrated in Figure 6, an observer is supposed to stand 
at point P. One of the viewing rays from the observer is 
denoted as V. P0 and V0 are the projection vectors of P and 
V on the capture plane respectively. 
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Figure 6: The determination of the rotation angle 
of the camera array. 

 
The intersection point Q0 of the viewing ray V0 and the 

capture circle is obtained by 
 
 000 tVPQ +=       (6) 
 
where t is the positive root of the equation 
 
 22

00 |||| RtVP =+      (7) 
 

The direction from the circle center to the intersection 
point Q0 may either coincide with one of the rotating 
positions of the camera array or lie between two adjacent 
rotating positions. In the latter case, the interpolation 
weights are inversely proportional to the angular 
differences between the direction and the two rotating 
positions. 

4.2 Determination of the image column number 

According to geometric relation, the azimuth angle ∆ϕ 
between V0 and the direction of camera at the above 
rotating position is equal to the azimuth angle ϕV0 of V0 
minus the azimuth angle ϕQ of the rotating position Q0. The 
angle ∆ϕ may correspond to either one or two adjacent 
columns of the images captured by the camera array at the 
rotating position. In the latter case, the interpolation 
weights are inversely proportional to the angular 
differences between ∆ϕ and those of the two adjacent 
columns of the images. 
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Figure 7: The determination of the longitudinal 
camera number. 

 

4.3 Determination of the longitudinal camera number 

Figure 7 shows a diagram of a section plane determined by 
the point P and the viewing direction V and its projection 
V0. The intersection point Q of the viewing ray V and the 
capture cylinder can be obtained by 
 

tVPQ +=       (8) 
 
where t is the positive root of Eq.(7). The height of the 
intersection point Q may be equal to the height(s) of either 
one or two longitudinally adjacent cameras. In the latter 
case, the interpolation weights are inversely proportional to 
the differences between the height of Q and the heights of 
the two longitudinally adjacent cameras. 

4.4 Determination of the image row number 

Figure 8 shows a diagram of viewport of a camera. Assume 
that the above viewing ray V intersects with image plane of 
the viewport at point A. Let B be the projection of A on the 
lateral axis of the viewport, therefore ∠AOB is equal to the 
elevation angle of vector V. Suppose that a line that is 
parallel to the lateral axis and passes through A intersects 
with the longitudinal axis of the viewport at D. It is angle 
∠COD instead of angle ∠AOB that directly determines the 
corresponding rows of the captured images. The 
relationship between ∠COD and ∠AOB is 
 

( ) ( ) ( )BOCAOBCOD ∠∠=∠ sectantan   (9) 
 
where ∠BOC is exactly the angular difference ∆ϕ 
mentioned in section 4.2. Angle ∠COD may either be equal 
to one of the corresponding angles of the image rows or lie 
between the corresponding angles of two adjacent image 
rows. In the latter case, the weights of the linear 
interpolation are determined by the angular differences of 
∠COD and the corresponding angles of two adjacent image 
rows. 
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Figure 8: The determination of the image row 
number. 

 

5. Concatenation of the capture circles 
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Figure 9: The concatenation of capture circles. 
 

One of the advantages of this system is that it provides a 
theoretical and practical image based solution to the 
wandering of large environments. Previous QuickTime VR 
method requires observers to jump between hot spots, and 
light field and Lumigraph are all local methods and never 
provide concatenation solutions. As illustrated in Figure 9, 
in this system, it is very easy to concatenate various capture 
circles and extend the wandering space of observers. In 
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Figure 9, capture circles with radius R are represented by 
solid lines and wandering circles with radius r are drawn in 
dash lines. Figure 9(a) indicates one of the most sparse 
situations of the concatenation of the capture circles, which 
allows an observer to continuously move from one 
wandering circle to another wandering circle through their 
tangent points, whereas Figure 9(b) shows one of the most 
dense situations, which allows observers to move freely 
between wandering circles without any restriction. Other 
configurations may be designed according to the 
distribution of scene objects. The rendering of novel views 
is also very easy when observers are walking through 
various wandering circles since this method does not rely 
on any geometric representation of the scene. If the 
observer stands at a common area of some wandering 
circles, essentially anyone of the related capture circles can 
be used in the rendering of novel view (See the definition 
of wandering circle in Section 2). For consistence, we 
usually choose the capture circle nearest to the viewpoint. 
For example, assuming that an observer stands within a 
common area of wandering circles A and B (See Figure 9 
(b)). The horizontal projection of one of the rays originated 
from the field of view of the observer is denoted as V0. It 
intersects with circle A and circle B at QA and QB 
respectively. We use capture circle A to reproduce pixel 
corresponding to the viewing ray in the novel view since 
QA is nearer than QB to P0. 
 

6. Experiment results 

We simulate the capture process in a synthetic scene, which 
is modified from the scene “Brians Beach Bungalow” 
downloaded from 3DCAFE1. We choose the radius of the 
capture circle as 1.57 meters. Both of the vertical and 
lateral fields of view of the camera are 45°. Therefore the 
radius of wandering circle is 0.6 meters according to Eq.(1). 
We arrange 61 cameras in an array of 2.7 meters high. Each 
camera capture 360 pictures with a resolution of 256×256 
pixels as the array rotates one round. It costs about 30 hours 
to render a total of 21960 images in a Pentium III 500 PC. 
The amount of the resultant raw data is about 4GB. After 
vector quantization (12:1) and Lempel-Ziv coding (4:1), the 
size of the data file is reduced to 80MB. Our system 
achieves a frame rate of 15 frames per second in the 
wandering. As illustrated in Figure 10, users can move left 
(a1) and right (a2), up (b1) and down (b2), forward (c1) and 
backward (c2), and look upward (d1) and downward (d2). 
One can see that lateral and longitudinal parallaxes 
obviously exist between these pictures. In addition, the 
vertical lines of a wall are obviously inclined when the 
observer looks upward (d1) and download (d2). Therefore, 
our system correctly reproduces the perspective effects. 
Interested readers can visit 
http://research.microsoft.com/~jiangli/eg2000demo.htm to 
view a video demo of the wandering. 

7. Conclusion 

In this paper we have described a novel image-based 
rendering system. According to the configuration of the 

system, images of scenes are captured using a 
longitudinally aligned camera array rotating along a circle 
with its orientation kept outward. Each pixel of the 
captured images, which represents a viewing ray of a scene, 
is indexed by 4 parameters, the rotation angle of the camera 
array, the longitudinal number of the camera, the image 
column number and the image row number. When the 
viewing position and direction of an observer are given, the 
system generates novel views by interpolating the captured 
pixels in real time without any geometric models. 

This system represents a novel sampling pattern of a 4D 
plenoptic function. Compared to the light field, Lumigraph 
and other sampling method of 4D plenoptic function3, our 
method provides an easier capture configuration, a uniform 
spatial sampling and an outward looking experience. 
Because our method does not require any geometric 
recovery, it is suitable for wandering around in a large 
environment. 

In the case that observers only need to move inside a 
circle on a plane, concentric mosaics provided a 3D 
plenoptic function solution. However, vertical distortions 
exist and vertical parallax is absent due to insufficient 
sampling along the vertical direction. Indeed, for the 
situation of wandering on a 2D plane, a 4D plenoptic 
function is still needed with 2D for position and 2D for ray 
direction. Rather than employing a standard 4D plenoptic 
function that captures rays at every point on the plane along 
every direction, our method only captures rays by rotating a 
vertically aligned camera array. By discarding parts of 
captured image areas that will never be seen by the 
observer, our method reduces the file size to that of an 
approximately 3.5D plenoptic function. 

We are working on a number of problems towards the 
improvement and the practical use of the system. First, 
since it is difficult to practically mount dozens of cameras 
on a vertical bar, we are designing a similar device using 
only one camera but elevating the rotation arm a certain 
height in each round of rotation. If it costs 2 minutes to 
rotate one round, the total capture time would be several 
hours. Second, since there are significant correlation and 
redundancy between adjacent images, more efficient 
compression methods such as prediction-based IBR 
compression that employs MPEG4 codec techniques are 
under study. Third, as the file size of the scene data is still 
much larger than the currently available bandwidth on the 
Internet, a random access method that only retrieves parts 
of the data necessary for rendering current views is under 
development. Finally, special purpose CCD array 
equipments that can replace the ordinary camera array in 
the capture setup could also be designed. 
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Figure 10: The wandering in a living room. A user can move left (a1) and right (a2), up (b2) and down (b2), forward 
(c1) and backward (c2), look up (d1) and down (d2), and take other conventional actions such as turning left and 
right, and zooming in and zooming out. 
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